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ABSTRACT In this paper, we propose a cooperative distributed framework to optimize a variety of rate
and energy-efficiency (EE) utility functions, such as the minimum-weighted rate or the global EE, for
the K-user interference channel. We focus on the single-input multiple-output (SIMO) case, where each
user, based solely on local channel state information (CSI) and limited exchange information from other
users, optimizes its transmit power and receive beamformer, although the framework can also be extended
to the multiple-output multiple-input (MIMO) case. The distributed framework combines an alternating
optimization approach with majorization-minimization (MM) techniques, thus ensuring convergence to a
stationary point of the centralized cost function. Closed-form power update rules are obtained for some utility
functions, thus obtaining very fast convergence algorithms. The receivers treat interference as noise (TIN)
and apply the beamformers that maximize the signal-to-interference-plus-noise (SINR). The proposed
cooperative distributed algorithms are robust against channel variations and network topology changes
and, as our simulation results suggest, they perform close to the centralized solution that requires global
CSI. As a benchmark, we also study a non-cooperative distributed framework based on the so-called
“signal-to-leakage-plus-noise ratio”” (SNLR) that further reduces the overhead of the cooperative version.

INDEX TERMS Distributed algorithms, energy-efficiency region, fairness rate, global energy efficiency,

majorization minimization, SIMO systems, sum-rate maximization.

I. INTRODUCTION

Interference has been the main bottleneck of multi-user wire-
less communication systems for decades, and interference-
management techniques are expected to continue playing a
key role in future beyond 5G (B5G) networks [1]. Many
interference-limited systems, such as device-to-device sys-
tems, mesh networks, or multi-cell wireless communication
systems, can be modeled as a K-user interference chan-
nel (IC). In this paper, we study the K-user IC and propose
distributed algorithms to optimize a variety of spectral and
energy-efficiency functions.

A. RELATED WORK
Recent research in interference-limited systems aims at
improving spectral and energy efficiency (EE) [1]-[3]. The
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EE of a user is defined as the ratio of its achievable rate
to its total power consumption [4]. For a multi-user system,
different EE metrics (or objective functions) have been used
in [3]-[5]. Among them is the global EE, which is defined as
the ratio between the total achievable rate to the total power of
the system [4]. This metric does not consider the EE of each
individual user and, hence, does not provide fairness among
the users. To do so, we have to use a metric or utility function
that reflects the EE of each user, such as, the EE region, which
can be cast as a maximization of the minimum weighted EE
of users [4]. In this paper, we consider the rate region and
the sum rate, as the metrics for spectral efficiency, as well
as the EE region and the global EE as the metrics for the
energy-efficiency of the network.

To design interference-management techniques, we
usually have to solve complicated non-convex, sometimes
NP-hard, optimization problems [5], [6]. It is known that
obtaining the global optimum of such optimization problems
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is, in general, very difficult and cannot be done in polynomial
time. Hence, such optimal solutions cannot be implemented
in practice, and we have to find suboptimal solutions with
affordable computational costs [7]-[14]. A way to solve
non-convex optimization problems is to employ iterative
majorization-minimization (MM) algorithms. Each iteration
of these algorithms consists of two steps: majorization and
minimization [15]. In the majorization step, surrogate upper
bounds for the objective and/or constraint functions are
found. Then, in the minimization step, the corresponding
surrogate optimization problem is solved. Under mild con-
ditions, the MM algorithms converge to a stationary point of
the considered optimization problems [13], [15], [16], and
hence they have been vastly used in wireless communica-
tions [7]-[12]. For instance, the papers [8], [10] employed
MM-based algorithms to enlarge the rate region of the
2-user single-input, single-output (SISO) and K-user
multiple-input, multiple-output (MIMO) ICs with additive
hardware distortion, respectively. The authors in [11] pro-
posed algorithms to improve the global and sum EE of users
for the downlink (DL) of a MIMO multi-cell system. The
paper [12] increased the achievable rate of a multi-hop SISO
relay channel with imperfect devices. The paper [7] proposed
schemes to improve the spectral and energy efficiency of the
K-user MIMO IC with I/Q imbalance.

The aforementioned papers proposed centralized algo-
rithms in which a fusion center or central processing
unit (CPU) with full channel state information (CSI) knowl-
edge solves the corresponding optimization problem and then
shares the transmission parameters with users. Centralized
algorithms are not always feasible in current wireless com-
munication systems specially in large-scale systems due
to excessive signaling overheads caused by global CSI
acquisition and sharing the solution with all users. More-
over, the corresponding optimization problems can be very
complicated to solve, and finding a solution may be time
consuming. Thus, distributed and computationally efficient
algorithms are vital for practical scenarios and play a key
role in modern wireless communications. There are dif-
ferent approaches to develop distributed algorithms. For
instance, the authors in [17] proposed a distributed power
control algorithm for high signal-to-noise-ratio (SNR) sce-
narios based on geometric programming. The authors of [18]
showed that the maximization of the weighted sum util-
ity for a multi-cell broadcast MIMO system is equivalent
to minimizing the weighted-minimum-mean-square error
(WMMSE), and proposed a distributed iterative algorithm
to solve the latter problem. The algorithm has closed-form
solutions for the parameters in each iteration and converges
to a stationary point of the WMMSE minimization prob-
lem. Game theory has been extensively used to derive dis-
tributed algorithms, as shown in [19]-[22]. The paper [23]
considered a MIMO orthogonal-frequency-division-multiple-
access (OFDMA) system in which each user transmits on a
resource block, and each resource block is allocated to only
one user. The authors of this work studied the maximization
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of the global EE of the system, which falls into the category
of mixed-integer programming problems, and proposed two
distributed algorithms based on auction theory and stable
matching to solve the problem with different computational
complexities.

An alternative promising way to obtain fast solutions for
complicated optimization problems can be to employ deep
neural networks (DNNs) [5], [6], [24], [25]. In DNN-based
algorithms, the channels are taken as the input of the network,
and the transmission parameters are returned as the out-
put. Hence, these algorithms may usually be centralized and
require global CSI. In [6], the authors applied deep learning
to maximize the sum-rate of the K-user SISO IC. Moreover,
the global optimal solution of the weighted sum-EE opti-
mization problem for the uplink (UL) of a multi-cell was
derived in [5]. Since the model-based optimum algorithm is
very slow, [5] also applied deep learning to obtain fast but
approximate solutions and showing the DNN solution is very
close to the global optimal solution.

The successful implementation of DNNs in various sce-
narios suggests that deep learning can be a promising tech-
nique for the future of wireless networks. Although deep
learning is capable of solving complicated problems, its
implementation has some challenges. For instance, applying
deep learning requires large training data sets, which are not
always available. Moreover, the DNN has to be designed and
trained to avoid overfitting problems, as well as to perform
robustly in scenarios that may not be present in the training
data set. Additionally, it might be difficult to interpret the
solutions provided by DNNs. In other words, DNN-based
solutions do not necessarily show the existing trade-offs
between design parameters of the model-based solutions.
Furthermore, even if a parameter, e.g., number of users,
number of transmit/receive antennas, power budget of a user,
is changed, we have to retrain the network, and the previous
solutions may not be applicable to the new parameters. As a
result, fast analytical solutions, when available, are preferable
to deep learning solutions, and DNN should be employed
when existing analytical solutions are not available or are
computationally costly.

B. CONTRIBUTIONS

In this paper, we propose computationally-efficient
distributed algorithms for the K-user single-input, multiple-
output (SIMO) ICs to optimize the spectral and energy
efficiency of the system. For the sake of completeness,
we also describe how the framework can be applied to the
K-user MIMO IC. A key feature in the design of distributed
algorithms is to keep the computational cost, as well as the
signaling exchanges among users, as less as possible. We pro-
pose two distributed frameworks with different requirements
of signaling exchange among the users, i.e., cooperative and
non-cooperative distributed algorithms. In the cooperative
distributed algorithm, each user updates its transmission
parameters independently and shares the new parameters
with other users at the end of each updating step. In the
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non-cooperative algorithm, each user requires only to know
its own channel and obtains its transmission parameters
without any signaling overhead regarding the transmission
powers of other users.

We study the most common optimization problems in
wireless communications such as rate region, sum-rate max-
imization, EE region and global-EE maximization. All of
them are non-convex optimization problems, in which the
objective function and/or constraints are linear functions of
the achievable rates. We propose a general framework to
solve these problems that employs MM combined with an
alternating optimization approach to distributively solve the
original coupled optimization problem. The proposed coop-
erative distributed algorithms dynamically adapt to possible
channel variations and changes in the network. This is due
to the fact that each user can employ the latest CSI when
updating its transmission parameters. Hence, the algorithms
can run continuously and cope with the possible variations in
the system.

To further reduce the overhead of the cooperative algo-
rithms, we propose a non-cooperative distributed framework
based on the definition of the so-called “‘signal-to-leakage-
plus-noise ratio” (SLNR) [26]. To this end, we define the
virtual rate and virtual EE for each user, and derive distributed
algorithms that maximize these metrics. We employ MM to
obtain suboptimal, but computationally cheap, solutions for
the maximization of the virtual rate and virtual EE in the
K-user SIMO IC.

We compare our algorithms with the optimal solution
obtained by conducting an exhaustive search as well as with
the centralized algorithm proposed in [7], which converges to
a stationary point! of each considered optimization problem.
Our numerical results show that the cooperative distributed
algorithms outperform the non-cooperative schemes and per-
form very close to the centralized algorithm and the opti-
mal solution. To be specific, the solution of our cooperative
distributed algorithm is very close to (or even the same as)
the solution of the centralized algorithm for the sum-rate
maximization, global-EE maximization and the EE-region
optimization problems over a wide range of parameters. The
reason is that both algorithms converge to a stationary point
of the considered problems. Furthermore, the gap between the
distributed and the optimal solutions is sometimes negligible.
This is in line with the results in [5], where it was shown
that the MM-based algorithm performs very close to the
global optimal solution. Since the proposed power control
algorithms admit closed-form solutions for the SIMO case,
they perform very fast. This is in contrast with the centralized
algorithm in [7], especially when the number of users grows.

The main contribution of this paper can be summarized as
follows:

o We propose a cooperative distributed framework that

obtains a stationary point of any optimization problem

A stationary point of an optimization problem satisfies the Karush-Kuhn-
Tucker (KKT) conditions.
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in single/multiple-antenna interference-limited systems
applying TIN as decoding strategy, as long as the objec-
tive function and/or constraints are linear functions of
the rates.

« To obtain fast solutions for the K -user SIMO IC, we spe-
cialize our framework to each considered utility function
and find closed-form solutions for the power updating
rules. These closed-form solutions make it possible to
implement these distributed algorithms in large-scale
networks even with low-cost user equipments.

o Our cooperative distributed algorithms have much lower
computational complexities than the centralized algo-
rithms for the K-user SIMO IC proposed in [7]. Never-
theless, both algorithms converge to a stationary point of
the considered problems and perform close to each other,
which implies that the proposed distributed cooperative
algorithms can be applied as a fast alternative to obtain
the centralized solution.

C. PAPER OUTLINE

This paper is organized as follows. Section II presents the
signal model and formulates the optimization problems.
Section III proposes a general framework for cooperative
distributed power control algorithms. Section IV specializes
the proposed cooperative distributed framework to optimize
several rate and EE metrics for the K-user IC. Section V pro-
poses non-cooperative distributed algorithms that reduce sig-
nificantly the overhead of the cooperative algorithms. Finally,
Section VI presents some numerical results.

Il. SYSTEM MODEL AND PROBLEM STATEMENT

A. SIGNAL MODEL

In this paper, we consider the K-user IC, which consists
of K transceiver pairs employing the same resource blocks
(see Fig. 1). For instance, this model can represent the UL
channel in a multi-cell wireless system with single-antenna
users and multi-antenna base stations (BS). Our main focus
is on the SIMO case for which we obtain fast solutions, but
for the sake of completeness, we also briefly discuss the
extension of our work to the MIMO case. To this end, we first
state the more general rate and EE functions of the K-user
MIMO IC, and then specialize these expressions to the K -user
SIMO IC. Without loss of generality, we consider that all
users are symmetric, i.e., they have N, transmit antennas and
N, receive antennas. Hence, the received signal at the k-th
user is

K
Ve = ) Huxi +m

i=1

K
= Huxx + Y Huxi+ m . D
—— = ——
desired signal = 1iFk noise
\_-\/_—/

interference

where X; is the transmit signal of user i, Hy; is the channel
matrix between transmitter i and receiver k, and n; is the
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FIGURE 1. The K-user SIMO IC.

noise at receiver k. We represent the covariance matrix of the
transmitted signal of user k by Py = E{xkka }. Moreover,
we assume that the additive noise is a proper zero-mean
complex Gaussian signal with covariance o 21 Treating inter-
ference as noise (TIN), the achievable rate of user & is

Ry = log, ‘I + D" (Pp) Sk (Pk)‘ @
= log, |Dx (Pg) + Sk (Pr)| — log, [Di (P7)|. (3)

where Sy is the covariance matrix of the desired signal at
receiver k

Sk (Pv) = Hy P HY . 4

Furthermore, Dy, is the covariance matrix of the interference-
plus-noise term at the receiver side given by

K
Di(P)= oL + ) HePHI. (5
noise covariance ~ i=1.i#k
—_—

interference covariance
where P; = {Pi}lK: 1Ak As can be observed through (2)
and (3), Ry is concave in Py and convex in P; for i # k.

In this paper, we also consider metrics based on the EE
of a user, which is defined as the ratio of its achievable rate
to its total power consumption [4]. There can be different
metrics that capture the overall EE of the K-user IC such as
the global EE and the EE region. The global EE of a system is
defined as the ratio of total achievable rate to the total power

consumption of the system [3]-[5]:

Zszl Ry

Yiet (TP + Po)
where 7. and P, are, respectively, the power efficiency and
the constant circuit power consumption of each transmitter,
which are assumed to be equal for all users without loss
of generality. The global EE does not consider the EE of
each individual user and may not meet any fairness metric.
To address this issue, we also consider the minimum weighted
EE or, more generally, the EE region.

GEE = )
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1) SIMO CASE

In this case, the transmit signal of user k is scalar x;, and
hence, we only need to optimize its transmission power pi
rather than its transmit covariance matrix. Thus, Si(px) and
Dy (pg) can be simplified as

K
Sk(px) = pchuchiy.  Dy(pp) = 0’1+ Z pihihy,
i=1,i%k

)

where p; denotes the power vector of all users except user
k,ie., {p,-}lK: Ligk: Note that we represent the channel vector
between transmitter i and receiver k by hy; € CNrx1 o be
consistent with the notation used in the paper. Additionally,
in the SIMO case, Ry simplifies to

R, = log, ‘I —i—ka]:l(p/})hkkthk‘

= log, (1+pchft D} (pphut ) = log, (147 pp)) .
®)

where Elk(p,;) = thkD,:l(p,;)hkk is a positive real scalar,
which is independent of p;. Hereafter, we drop the depen-
dency of dj to p; to simplify the notation. Note that py dy is
the signal-to-interference-plus-noise ratio (SINR). The rate
expression in (8) is the maximum achievable rate that the
channels can support for any beamforming scheme at the
receiver side, so this rate can be seen as an upper bound
for the actual rates. Notice that for any given set of transmit
powers, the design of the receive beamformers can decou-
pled into K independent problems. Therefore, each user can
obtain its optimal max SINR beamformer independently by
using only local CSI. In order to achieve the rates in (8) the
receivers have to apply the optimal beamformer. These rate
expressions would be simplified to the rate of SISO systems if
the receiver uses a given beamforming scheme, for example,
matched filtering [5, Eq. (2)]. However, matched filtering is
in general suboptimal in this multi-cell scenario and therefore
the resulting rates would be lower than (8), as will be shown
in the numerical results.

B. PROBLEM STATEMENT

The proposed distributed optimization framework allows
us to consider different utility functions such as the
minimum-weighted rate, minimum-weighted EE, weighted
sum rate and the global EE. These utility functions yield
optimization problems in which the objective function and/or
constraints are linear functions of the achievable rates. For
instance, the weighted-rate maxmin problem can be written
as

max r, sS.t. R; > oa;r for

peP

i=1,---,K, (9)

where the o, Is are the corresponding weights. As can be
observed through (9), the constraints are linear functions of
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the rates. Thus, we formulate all these utility-maximization
problems as the following general optimization problem

max fo (p), st fi(p)=0 Vi (10)
peP

where f; (p) for all i are linear functions of achievable rates.
Moreover, P is the feasibility set of users’ powers p defined
for the SIMO case as

:{p:oipkspkakzlvza'al(}v (11)

where Pk is the power budget of user k. When all fis for
i = 0,.---,K are concave in P, the optlmlzatlon prob-
lem (10) is a convex problem and can be solved efficiently.
Unfortunately, this is not the case in general when f; (p) for
i=0,---, K are functions of the rates.

C. CENTRALIZED ALGORITHM

In the centralized algorithm, there is a CPU that collects
all required CSI from all users, solves (10) and then sends
the transmission powers to be applied by the users during
the next coherence block over which the CSI is assumed
to remain constant. To this end, the CPU needs the net-
work global CSI, which consists of K? vectors (i.e., N, K?
complex scalars) for the SIMO case, and K 2 matrices (.e.,
N,N,K? complex scalars) for the MIMO case. Moreover,
to solve the centralized problem, the CPU also needs high
computational resources, especially in large-scale networks.
Note also that the centralized solution needs to be updated
at each coherence block, or when the network topology
changes.

Finding the global optimal solution of (10) may be diffi-
cult. For this reason, in this paper, we use as a benchmark
a suboptimal centralized algorithm proposed in [7] for the
K-user MIMO IC. The centralized algorithm in [7] is based
on MM, and hence its convergence to a stationary point of the
optimization problems is ensured. For the sake of complete-
ness, we provide a brief summary of this algorithm, and refer
the readers to [7] for more details.

As shown in (3), the rates can be written as a difference
of two concave functions, which enables us to apply an
MM approach. Each iteration of MM algorithms consists
of two steps: majorization and minimization. The majoriza-
tion step finds a suitable upper bound or surrogate opti-
mization problem, which is then solved in the minimization
step. Exploiting the MM approach, the main idea of the
centralized algorithm is to approximate the convex part of
the rate by a linear function, which is also known as the
convex-concave procedure (CCP). Hence, the surrogate func-
tion for the rates of the SIMO case in each iteration of the MM
algorithm is

- 1—
Ri > R; =r1,(p) — I’z,i(PS Dy
K o ,(p-’ V)

+ ) ——m

k=1,ki

—p™), 2
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where pU/—1 [p<l 1) (1 1),~ ,p% ])] denotes the
user powers at the prev1ous (I — 1)-th, iteration. Addi-
tionally, the derivative of r;;(p;) with respect to py
in (12) is

Oroi®) _ 1 pnpyp, (13)
apr  In2
We can apply MM by employing the surrogate function
in (12) to obtain a stationary point of (10) iteratively.
Note that we also employ Dinkelbach-based algorithms
in order to solve each surrogate optimization problem for
energy-efficiency functions, as indicated in [7].

Ill. COOPERATIVE DISTRIBUTED FRAMEWORK

A. SIMO CASE

To solve (10) distributively, we combine an alternating opti-
mization approach that updates the power of a single user at
each iteration while fixing the powers of the other users, and
an MM-based approach that allows for a closed-form power
update at each iteration. More specifically, we first fix p; and
solve (10) for px, which yields the following optimization
problem

max  fo(pr), st fi(pr) =0 Vi (14)

0=<px <Py

Note that the users powers are updated one by one to ensure
that the algorithm falls into MM and converges to a sta-
tionary point of the original problem. There can be differ-
ent approaches to select which user updates its power at a
given iteration. For example, we can choose a user randomly
according to a uniform distribution. In this paper, we consider
a round-robin fashion to choose users since it simplifies the
protocol. That is, we first update the power of user k =
by solving (14) at the first epoch. Then, we use the updated
power of user 1 to obtain a new power for user 2 by solving
(14) for k = 2 in the next epoch. We continue this proce-
dure until k¥ = K, which concludes one iteration. In other
words, each iteration consists of K epochs, and in each epoch,
we solve (14) for a single user. Note that the powers can
be updated in a continuous fashion, independently of how
often each user updates its local CSI. In this way, the power
control algorithm is adaptive and is able to track slow channel
variations.

As indicated, Ry is concave in py while R; for i £ k is con-
vex in py . Thus, the optimization problem (14) is non-convex
in general. Following the MM approach, to solve (14) we
lower-bound R; by an affine function as

= (1,k IRi(p")) -1
R > R = R+ ——— (e —p ")
dpk
Lk l -1
= R Oy — pDy, (15)
where Rgl’k) = R;(p®P), and p-*) denotes the vector of user

powers at the k-th epoch of the /-th iteration. Additionally,
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ag/l{) can be derived as
aR; (p*P) 1

pON _
Pk In2

W =- bllg; (p"9) b, (16)

where

-1
¢: () =D} ®)Sipo) (1+D ' ®Sip)) D' (@),
a”

In order to compute the lower bound in (15), transmitter k
needs to know only Rgl’k) and al(.,l(), which are scalar values.
More precisely, transmitter k¥ has to be informed about at
most two scalar parameters from other users in addition to
El,il) in order to solve (14). Depending on the utility function,
it might happen that transmitter k requires even less network
information as will be shown in the following subsections.
There is no sharing of CSI among users for solving (14),
and the signaling overheads are thus reduced. Furthermore,
the parameter aik) in (16) has to be computed at receiver i.
To this end, receiver i needs to know hy.

To summarize, the algorithm works as follows. At the
beginning of each epoch, a user is chosen to update its
power (e.g., user k) following a round-robin protocol. The
other users (receivers) compute al(.,l() and REl’k), and send
them to user k, which then solves (14) and updates its
power. If the power changes, the user informs the other users
about the new power. Otherwise, there will be no signaling
exchange at the end of the epoch. We discuss further the
solutions of (14) for different utility functions in the following
subsections.

B. EXTENSION TO MIMO

The proposed procedure can be easily extended to include
MIMO systems. That is, we approximate R; with a
lower-bound affine function as

R > RO = _1r (Ag,lg(pk — P,ﬁ”)) +RIO )
where AE,? is

1.k H 1k
or ((P1E)T Bl ((PU)K )y

) _
Ay =— aP; = T2 (19

where ¢§l) is given by (17), and {Pl(.l’k)}lK:1 is the set of the
transmit covariance matrices of the users at the k-th epoch of
the /-th iteration. The main difference between the MIMO and
SIMO cases is that the optimization variable is a matrix in the
MIMO case rather than a scalar in the SIMO case. Thus, the
derivative of the rates with respect to the covariance matrices,
i.e., A, is a matrix in the MIMO case, while in the SIMO
case, the derivative, i.e., agl?, is a scalar. Apart from that,
the framework remains unchanged. Similarly, convergence to
a stationary point of the original problem is guaranteed in the
MIMO case as well. Finally, note that, in the MIMO case,
the feasibility set of the covariance matrices is

P = { (P, : TePo) < i, P 0, k). 20)
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IV. SPECIALIZING THE COOPERATIVE DISTRIBUTED
ALGORITHM TO SOME UTILITY FUNCTIONS

A. WEIGHTED-SUM-RATE MAXIMIZATION

The weighted-sum-rate maximization problem can be written

as
max ZakRk, 21

where oy s are the weights or priorities assigned to the users.
In the following, we first consider the SIMO case and then
present the extension to the MIMO case.

1) SIMO CASE
Similar to (14), we first fix p; and solve (21) over py as

K
> R (22)

i=1,i#k

max oiRy; +
0<pix <Py

Remember that Ry is concave in pg, and R; for i # k is convex
in pg, which means that (22) is non-convex. Resorting again to
the MM approach, the corresponding surrogate optimization
problem is

K K
D (=D pk)
OSI}}kaSXPk o Ry — Z aay (pr —p;, )+ Za,Ri .

i=1,i%k i=1,i%k
(23)

Replacing Ry and simplifying (26), we have
max lo (1 ;1(1)) —dP , 24
O, ag logy \ 1 + prd; a, Pk (24)

where a,” = Z,K:U?&k aial(f(). The solution of (24) can be

simply found as

" In2 1
pl(()zmax[O,min (Pk,u—%)}. (25)
dk

0]
ay

0]
k

As it can be verified through (25), the users require to know
only two scalar parameters from the system, i.e., a,((l) and ;1151),
which makes this algorithm scalable.

The closed-form solution in (25) admits the following
interpretation: The parameter a,((l) depends on the interfering
links of user k, and Z{IEI) depends on the direct link of user k.
Therefore, user k might be switched off if either it has a weak
direct link (small glk) or causes strong interference (large a,((l)).
In other words, the algorithm yields a threshold for switching
off a user. Additionally, user k transmits with maximum
power if it does not interfere or causes low interference to
other users (small ag)). We summarize the weighted sum-rate
power control method in Algorithm I.

2) MIMO CASE

Replacing the rates by the lower bound in (18) results in the
following surrogate optimization problem

K K

X acRi 3o (Af.,’j(Pk _ P,‘f’)) + > wr?,
kEFM i=1,itk i=1,ik

(26)
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Algorithm 1 Distributed Algorithm for Sum-Rate Maximiza-
tion
Initialization
Setl =1, pp = p\” for all k
Repeat
Fork=1,--- K
Fix p; fori # k and obtain a
p,({l) = p,(:), where p ) is given by (25)
End (For)
I=1+1
End (Repeat)

0 0

which can be rewritten as

max oy log, Dk + Hy P HA ’—Tr (A(l) ) (27)

PPy

where A,((l) = ZlK ik O Alk , and D,(cl) are constant and
independent of Py. The optimization problem (27) is convex
and can be solved efficiently.

B. GLOBAL-ENERGY-EFFICIENCY MAXIMIZATION
In this subsection, we maximize the global EE by optimizing
over the transmit powers

K
1R
max GEE = —¢ i1 R .
peP Zk:] (Mepr + Pe)
We consider the SIMO and MIMO cases separately in the
following.

(28)

1) SIMO CASE
To derive a distributed algorithm, we first fix p; similar
to (14) and solve (28) over py as

max GEE. (29)

0=pr =Py

This optimization problem is nonconvex and has a fractional
structure. Hence, we employ MM and the Dinkelbach algo-
rithm to solve it. We first apply MM to (29) by approximating
R; with the lower-bound in (15). The resulting problem is

~( -
tog, (1+pud”) — a’pu — ")
max - B!
0=P=Pi Nk + Pe+ D,y

0) PORN0 (1,k)
where a;, =K Lizk Gik > Pr i = Y 1isk (ncp, +P°>’

and d,E ) are constant and independent of py . The optimization
problem (30) is not convex, but we can obtain its global
optimal solution by the Dinkelbach algorithm. To this end,
we solve the following surrogate optimization problem

max log, (1 +pkd( )) - a( )p 1w nepr, (31)
0<pr=Py

where 1" is a constant given by
log, (l +p(m—1,l)a(l)> . a(l)p]({m—l,l)
(m,) _

"
(ncp,(('" YD p, +p(l))

. (3
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where pimil D'is the solution of (31) at the (m — 1)th iteration
of the inner loop. Moreover, p(0 D= p,({l) The optimization

problem (31) is convex and its solution can be found as

In2 1
p;{) = max {0, min [ P, (l)akL <ol (33)
+ plmbne dy

Note that the k-th transmltter requlres to know only the scalar
parameters ai), p%, and dk as can be verified through (32)
and (33). We summarize the global EE power control method

in Algorithm II.

Algorithm 2 Distributed Algorithm for GEE Maximization
Initialization
SetM,l =1 and py
Repeat

For k =1, , K
Fix p; for i # k and obtain a
m=1
While ¢t > e and m < M do

Compute ;™ D from (32)
(m ] (%)

= p for all k

W 50
k> d

=P Wherep is given by (33)
t = log, (1 +pm ”d“)) — dDpmD
—pmD (n "D 4 p, +p<z))
m=m+ 1
End (While)
End (For)
I=1+1
End (Repeat)
2) MIMO CASE

The corresponding optimization problem can be obtained by
substituting the rates by the lower bound in (18) as

logy [D + HyPLHLL| — Tr (AP )
max - e
PP neTr(Py) + Pe + pl)

where Al(cl) = Zl 1,ik Afllc)’ P% = Zf:l;ﬁk
(ncTr(Pgl)) + P.), and Dz) are constant and independent
of Pj. The optimization problem (34) is not convex, but
we can obtain its global optimal solution by the Dinkelbach
algorithm, which is an iterative algorithm. That is, we solve
the following surrogate optimization problem

max log, ‘Dk) + HkkPkH ‘ —Tr (A,(()Pk>

PP
I
—u D (1 Te @O + Pe+pl}) . (39)
where 11! is a constant and given by

oy log, ‘D(’)+H p Oyl ‘ Tr (A”>P(’" 1“)
m,

uw

3

(nCTr(P(m LDy 4P, + p(l))
(36)
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where P;cmfl’l) is the solution of (35) at (mm — 1)th iteration.
Moreover, Pio’l) = P,(Cl). The optimization problem (35) is
convex and can be solved efficiently. We iteratively solve (35)
and update w1 until a convergence criterion is met.

C. MAX-MIN WEIGHTED RATE

1) SIMO CASE

The max-min weighted rate problem is written in (9). Similar
to (14), we first fix p; and solve (9) over py as

max r, St R;>ar Vi. 37

O0<pi <Pk
R; can be lower-bounded as in (15), which results in

max r, s.t. log, (1 +pkc~l,£l)) > air (38a)

0=<pr=<Pi
R —a(i—p ™)z i Vik,

(38b)
The optimization problem (38) is convex and can be solved
efficiently. Here, we propose a fast scheme to obtain its
global optimal solution by solving a sequence of feasibility
problems. That is, we fix r as ) and easily verify whether
r is feasible or not. Then, the optimal solution for (38),
i.e., 7™, can be derived by a bisection. A lower bound for r*)

. . (R
is r = min {~£—}. An upper bound can be chosen to ensure
l R .
that r™® < r® ag, e.g., r) = max {—L—}. Now consider the
i 1

feasibility problem
find 0 < py < Py, (39a)
st logy (14 pid”) = er® (39b)

1,k l -1 ;
R —aDpi —p{ ™) = air® Vi # k. (39¢)

The problem is feasible for ) if and only if
2¢xkr(’) —1

o =min{Pep{ " p ) @0
d
k
where
S REl,k) _ otl'r(t) @
= mi _ .
P= ik D

If #® is feasible, we set r) = r®_ Otherwise, we set r® =
. We summarize the procedure in Algorithm III.

The closed-form solutions in (40) and (41) can be inter-
preted as follows. The optimal value for the parameter p’ is
actually the power modification for user k. If R,({l’k) > oyr®,
another user has the minimum weighted rate. Hence, user k
has to reduce its power to improve the minimum weighted
rate of other users. In this case, the optimal value for p’ is
negative, which implies that the rates of other users, and
consequently, the minimum weighted rate is improved.

If R;{l’k) = ozkr(l) < mill: [Rgl‘k) , user k has the minimum
Vi

weighted rate among the users, and its rate has to be increased

in order to improve the minimum weighted rate. This can

only be possible by increasing its transmission power, which

decreases the rates of other users. In this case, the optimal

value for p’ is positive.
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Algorithm 3 Distributed Algorithm for MWRM
Initialization
Setl/ =1, and py = p,(co) for all k
Repeat
Fork=1,--- K
Fix p; for i # k and obtain a,((l), Eilgl)
Obtain p,((l) by solving (39), i.e., checking
inequality (40), and conducting a bisection
End (For)
I=14+1
End (Repeat)

2) MIMO CASE
Approximating R; with the lower-bound in (15) gives us the
following convex problem

(42a)

max r,
{Pk}eP

o, log2‘D,(f)+HkkPkaHk‘—logz‘D(kl)‘ > apr (42b)

RY —Tr (AE,?(P;(—P,(CI))) > air Vi£k. (42)

D. ENERGY-EFFICIENCY REGION
The energy-efficiency-region problem can be written as

R;
maxe, st E;

— L > Vi, (43)
peP Nepi + Pe

where A;s are the corresponding rate-profile coefficients,
satisfying Z,K:1 A; = 1. In the following, we present the
cooperative distributed algorithm for the SIMO and MIMO
cases.

1) SIMO CASE
Similar to (14), we first fix p; and solve (43) over py as
R; .
max e, st E=——>M e Vi. (44
0=<pr <P Nepi + Pe

Using a lower-bound for R; as (15), the surrogate optimiza-
tion problem becomes (45) shown at the bottom of the next
page. The optimization problem (45) is not convex; however,
its global optimal solution can be found by solving a sequence
of feasibility problems. That is, we fix e as e and solve
the convex feasibility problem in (46), shown at the bottom
of the next page. The optimal solution of (45), e*) and p,(:),
can be found by conducting a bisection over ¢). Since the
constraints (46b) are linear, the problem can be simplified as

find 0 < pk < pmax, (47a)
s.t. log, (1 —i—pk[i,y)) — e (nepi +Pe) =0, (47b)

where ppax = min {Pk , p,((l) +p }, and

EE" — p;e®

=W o0 (%)
vizk aix (ncPi +Pc)
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Theorem 1: The problem in (47) is feasible for e® if and
only if

log, (1 +p(’)c~i,§l)) — ape® (ncp(t) + PC) >0, (49)

where

1 1
() — n] —— —
p"’ = max | 0, min — = 7pmax}>- (50)
Oy, 0]
AketIn, dk

Proof: Let us define f (p) as

F@) =1og; (14 pid") = e aepic +Po) . (51

It can be easily verified that f(0) < 0. The derivative of
f(p) with respect to p is

~(1
ofp) _ dy
o 1+d"p

— e (52)

If c;f,il) < aePne, f(p) is decreasing for p > 0, and f(p)
attains its maximum value at p = 0, which implies that (47)
is not feasible.

Now we consider El,gl) > kke(’)nc. In this case, f(p) attains
its maximum at

1 1
- =5 (53)

"= ( 0
n O}
Arelne dk

In other words, f (p) is increasing for p < p® and decreas-
ing for p > p™®. Thus, f(p) has its maximum at p for
0 < p < Pg. If the maximum of f(p) is negative, then (47) is
not feasible. Otherwise, (47) is feasible. ]

2) MIMO CASE
The corresponding optimization problem is

Algorithm 4 Distributed Algorithm for MWEE Maximiza-
tion

Initialization
Set! =1,and py = p for all k
Repeat

Fork=1,--- K
Fix p; for i # k and obtain ag), 3,51)
Obtain pg) by solving (47), i.e., employing
Theorem 1, and conducting a bisection
End (For)
I=14+1
End (Repeat)

We can obtain the global optimal solution of (54) by solv-
ing a sequence of feasibility problems. That is, we fix e as e°
and solve the convex feasibility problem in (55), shown at the
bottom of this page. The global optimal solution of (54), *
and P}, can be found by conducting a bisection over e°.

E. BEAMFORMING OPTIMIZATION AT RECEIVER SIDE
In the previous subsections, we propose power optimizations
for the transmitters by considering the maximum achievable
rates in (8). In this section, we propose beamforming vectors
at the receiver sides to achieve the rates in (8) for the K-user
SIMO IC. The received signal after the beamforming is

Vi = Wi yi = wi (hgexy + dy) (56)

where d; and wy are, respectively, the interference plus noise
and beamforming vector at receiver k. Thus, the rate of user
k is

Hy 2
w, ' h
max e, (54a) Ry =log, [ 1+ m'H"—kk' : (57)
(PerePyu w Dpwy
) H _
ot En — logy ‘Dk +HkkPkak‘ > hee (54b) where Dy = E {dd’}. Since the rate of user k is inde-
ok nTr(Py) + Pe = ke pendent of wi, we choose wy such that the rate of user k is
ngl,k)_ Tr (Az('llc) Py — P]({l,k))> maximized, i.e.,
> e Vidk. (5c)
ncTr(Pgl)) +P, n‘lvezx Ry. (58)
max e, st log, (l +pk3,§l)) — e nepr + P) > 0, (45a)
0<pr <Pk
Lk ! -1 Lk .
R = aQ i = p ™) = 2ie® (np™ +P) Z 0 Vit k. (45b)
find0 < px <Py, st log, (1 n pkc”z,ﬁ”) — 2ee® (eprc + Po) = 0, (462)
R = al o = p") = 2ie® (np™ +P) 20 for  Vigk. (46b)
find (P} € Py, st log, ‘D;” + HkkPkaHk‘ — A’ (0 Te(Py) + P.) > 0, (552)
RD — ¢ (Aﬁ,?(Pk - P,(j))) — aet (ncTr(Pﬁ”) T Pc) >0 for Vik. (55b)
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Since logarithm is a monotone function, the optimization
problem (58) is equivalent to

prIwi hy |2

. 59
e Wy wi D wy 69

The closed-form solution of (59) is the eigenvector corre-
sponding to the largest eigenvalue of D, (hkkh +)- Note that
since the solution is scale-invariant, we choose w;. such that
WkH w, = 1.

V. SLNR-BASED NON-COOPERATIVE DISTRIBUTED
ALGORITHM

In the distributed framework described in Sec. I1I, the users
or BSs have to cooperate to update their transmission powers.
However, it is not always possible to have the required level of
cooperation among the users. Thus, in this section we propose
an alternative suboptimal distributed algorithm in which each
user needs to know only its own channels, and there is no
need to exchange any information among the users. This
non-cooperative framework is based on the so-called SLNR,
which is defined in [26] as

Ly 2 Je(oi) ™' Sk(p), (60)

where S;(px) = pkh,-khf,{ is defined as in (7), and Jx(py) is
the aggregated pseudo-interference-plus-noise (PIN), which
is generated by user k in the system as

K
H
pe Y hahil . (6D
i=1,i#k
—_——
pseudo-interference covariance

Je(pi) = gfl +

noise covariance

Note that, in order to construct L in (60), each receiver must
have the same number of antennas. Moreover, L; depends
only on the channels from user k. We define the virtual rate
for user k as

R, = log, ‘1 + J,:lsk‘ = log, [Jx + Skl —log, el . (62)
— ) ——
2r Lk 2r 2k
The virtual rate is a difference of two concave functions in
pk-i.e., r| and r} , are concave. Additionally, we define the
virtual energy efficiency of user k as
R/
Ej=—% . (63)
NePk + Pe
The non-cooperative approach maximizes either the virtual
rate and/or the virtual EE. Intuitively, we want to maximize
the ratio of the desired signal to the undesired signal provoked

by each transmitter, and hence the signaling overhead is
reduced significantly.

A. VIRTUAL RATE MAXIMIZATION
The virtual rate maximization problem for user k is

max Rk = log, |Jx + Sk| — logy [Jk! . (64)

0<pi <Pk

VOLUME 9, 2021

This optimization problem is not convex; however, we can
again apply MM and use an affine upper bound for 7} , as

~
B o0 < Py o) = b ) + a o —p), (65)

0

where a; ) is the derivative of rﬁ k with respect to py at pil)

and can be derived by replacing pk in

oy () 1 &
2,k Hy—1
—=—" = — " hiJ g (66)
Pk 2 ik T

Finally, a stationary point of (64) can be derived by iteratively
solving

max - fi(pk) (67)

0<pk <Pk

and updating p,((l), where

K
o1+ pi Zhikhg
i=1

—a (o = p) = 150 (68)

Je(pi) = log,

The optimization problem (67) is convex since its objective
function fi (px ) is concave in pg . The following theorem gives
its solution.

Theorem 2: The optimal solution of (67) is p(*) =
min{Py, p®}, where p¥ is the solution of

K —1
Zhlk (021 + pk Zh,-khf,g) hy =a’ In2.  (69)
Proof The function f; (px) is concave, continuous and

differentiable in py. Thus, it maximizes at f" e k) — (), which

is denoted by p. Moreover, fi (px) is strictly increasing for
pr < p®. Thus, fi(px) is maximized at p; = p,(:) for 0 <
pr < P. O

Note that there is no closed-form solution for (69); how-
ever, its optimal solution can easily be found by employing a
bisection over py.

1) MIMO SYSTEMS
In this case, the affine upper bound for 7} , is

0

H
P =1, (P,‘f)) FTr (A,(j) Py — P,(j))) . 0)

where A,(cl) is the derivative of r} , with respect to Py at Pil)
and can be derived by replacing Pg) in

b P 1 & B
_Z_ZZ My 'Hy. (71)

We can derive a stationary point of (64) by replacing r; , with
the lower (70) and updating P,((l).
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B. VIRTUAL EE MAXIMIZATION
Using the SNLR definition, the virtual EE optimization prob-
lem is

log, |Jk + Sk | — log; |Jk|

(72)
NePk + Pe

max E; =
0=px =Py
This optimization problem is nonconvex, but a stationary
point can be found by applying MM and the Dinkelbach
algorithm. We first apply MM and approximate ré’ « by the
affine upper bound ?é’ ¢ in (65), which results in

/

_logy Tk + Sel — 75, (pe)
nePk + Pe '

max
0=<px <Pk

(73)
Now, we apply Dinkelbach algorithm and solve

o)

K
oL+ pi Y hyhll | — 7 (pr)

i=1

max lo
0<pr =P &2

—u D (epr 4+ Py, (74)

where 11! is a constant given by

D — £ (p,ﬂm_l’”) ’ (75)
where pg"_l’l) is the solution of (74) at the (m — 1)th iteration.
We iteratively solve (74) and update w™D until a conver-
gence criterion is met. This algorithm converges to the global
optimal solution of (77). Furthermore, the whole algorithm
converges to a stationary point of (72). The following theorem
characterizes the optimal solution of (74).

Theorem 3: The optimal solution of (74) is p§:) =
min{Py, p®}, where p") is the solution of

K K —1
i
Z hi{ (021 + Dk Z hikh{z) h, =(a,(c) + nep™P) In 2.
i=1

i=1

(76)
Proof: Tt can be proved similar to Theorem 2 by replac-
ing &’ In2 with (@’ + 7o) 1n2. O

The solution of (76) can be found by a bisection over py.

1) MIMO CASE
Substituting 75 , in (65), we have

_, logy [Tk + Sel = 7, ()
B neTe(Py) + P

We can obtain its global optimal solution by the Dinkelbach
algorithm; however, due to the space restriction, we cannot
provide the detailed solution in the paper.

max
{Pe}ePy

(77)

VI. NUMERICAL RESULTS

In this section, we provide some numerical examples by con-
ducting Monte Carlo simulations® and averaging the results
over 100 channel realizations. Each entry of every channel

2The simulation codes will be available on our repository at
https://github.com/SSTGroup.
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realization is drawn from a zero-mean complex proper Gaus-
sian distribution with unit variance, i.e., CA/(0, 1). We assume
that the power budget of the users is the same, i.e., Py = P for
all k. We stop the MM algorithms when the improvement in
the objective of the corresponding optimization problem in
the new step of the algorithm is less than 0.001%, or after
a maximum number of 50 iterations. Note that MM-based
algorithms depend on the initial point, and therefore the
performance might change by considering different initial
points. The algorithms are initialized as p,(co = P for the rate
optimization and p,(co) = 0.3P for the EE optimization. For
the simulations, we define the SNR as the ratio of the power
budget to o2 ie., SNR = (%.
The following algorithms are compared in this section:
o Cen: The centralized algorithm in [7].
o C-Dis: The proposed cooperative distributed algorithm.
e NC-Dis: The proposed non-cooperative distributed
algorithm.
o ES: The solution obtained by conducting the exhaustive
search (ES).
o C-BF: Our proposed cooperative distributed algorithm
with max-SINR beamforming.
o C-MF: The proposed cooperative distributed algorithm
with matched filtering beamforming, employed in [5].
Since, to the best of our knowledge, there is no other
work that studies all the considered optimization problems,
we use as a reference the solution obtained by conducting
an exhaustive search over the transmission powers, which
can be considered as a good approximation for the optimal
solution. Unfortunately, the exhaustive search requires a high
computational cost, especially when the number of users is
large, or when multi-antenna receivers are used. Therefore,
we consider the exhaustive search only for SISO systems.
We consider a uniform quantization over transmission powers
with step size 0.02 when P = 1. Note that, as indicated,
our proposed algorithm converges to a stationary point of the
considered problems, which meets the first order optimal-
ity conditions and performs very close to optimum solution
especially for SISO systems, as verified by our simulations.
We also compared our proposed beamforming with the fixed
beamforming obtained by employing matched filter [5]. It is
worth emphasizing that the NC-Dic, C-BF and C-MF algo-
rithms are identical in the K-user SISO IC since there is only
one antenna at receivers. Thus, we consider only NC-Dis in
the K-user SISO IC.

A. SUM-RATE MAXIMIZATION

Figure 2 shows the average sum rate of the K-user IC as
a function of the number of users, K, for SNR = 20dB,
N, = 5 and SNR = 0dB, N, = 1. As can be observed,
the proposed cooperative distributed and centralized algo-
rithms perform similarly, and their solutions are close to the
ES solutions in the SISO case. It is worth emphasizing that
the computational complexity of our proposed cooperative
distributed algorithm is much lower than the other algo-
rithms. Additionally, it can be observed that these algorithms
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FIGURE 2. The average sum rate versus the number of users for the
K-user SISO and SIMO ICs.
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FIGURE 3. The average sum rate versus the number of iterations for the
6-user 1 x 5 SIMO IC with SNR = 20dB.

outperform the non-cooperative algorithm for large K
(K > 4). It seems that for a small number of users, the total
level of interference is not significant, and the users do not
benefit from cooperation. Moreover, we observe that the sum
rate for the centralized and cooperative distributed algorithms
increases with K. This is in contrast with the non-cooperative
algorithm for SIMO case in which the sum rate decreases
for large K (K > 4) as shown in Fig. 2b. The reason
for this behavior is that we do not consider any quality-of-
service constraint for individual user rates in the distributed
and centralized algorithms. Thus, the users with a weak
direct channel and/or strong interference channels might be
switched off to reduce the aggregated network interference.
However, in the non-cooperative algorithm, all users transmit
simultaneously, which results in severe interference for large
K. We also observe that the optimal max-SINR beamforming
algorithm performs very close to the maximum rates in (8)
and significantly outperforms the matched filter beamformer.

Figure 3 shows the average sum-rate versus the number of
iterations for the 6-user 1 x 5 SIMO IC with SNR = 20dB.
As can be observed, the cooperative distributed algorithm
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FIGURE 4. The average sum rate versus SNR for the 7-user SISO and SIMO
ICs.

converges very fast and reaches to 99% of its final value
after only 5 iterations. Hence, the cooperative distributed
algorithm can be efficiently implemented with affordable
information exchange. It is worth emphasizing that the cen-
tralized algorithm is also iterative. In Fig. 3, we show only the
final value of the centralized algorithm since our main focus
is on the signaling exchange for the distributed algorithm.

In Fig. 4, we consider the effect of SNR on the average sum
rate of the 7-user IC with N, = 1, 6. As can be observed,
the centralized and cooperative distributed algorithms have
a similar performance and outperform the non-cooperative
algorithm. Moreover, the centralized and cooperative dis-
tributed algorithms perform very close to the ES solution for
the SISO case. Additionally, the proposed beamforming algo-
rithm performs very close to the rates in (8). However, the per-
formance of the matched filter algorithm is even worse than
the non-cooperative distributed algorithm. The performance
gap between the non-cooperative algorithm and the other
algorithms increases with SNR. We also observe in Fig. 2 a
similar behavior when the number of users increases.

Figure 5 shows the average sum rate of the K-user 4 x 4
MIMO IC as a function of the number of the users, K, for
SNR = 10dB. As can be observed, the overall behavior
is similar to the SIMO case. In other words, the proposed
cooperative distributed and centralized algorithms perform
similarly since they both converge to a stationary point of the
considered problem. Moreover, these algorithms outperform
the SLNR-based algorithm.

B. GLOBAL ENERGY EFFICIENCY

Figure 6 shows the effect of K on the average global EE
of the K-user IC with P, = 10, N, = 3, SNR = 10dB
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FIGURE 5. The average sum rate versus K for the K-user 4 x 4 MIMO IC
and SNR = 10dB.
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FIGURE 6. The average global EE versus the number of cells for the
K-user SISO and SIMO ICs with P = 10.

and P, = 10, N, = 1, SNR = 0dB. As can be observed,
the cooperative distributed algorithm performs very closely to
the centralized solution and outperforms the non-cooperative
algorithm. Additionally, the cooperative distributed and cen-
tralized algorithms perform very close to the ES solutions for
the SISO case. Furthermore, the average global EE decreases
with K as expected.

Figure 7 shows the average global EE versus the number
of iterations for the 10-user 1 x 3 SIMO IC with P, = 10 and
SNR = 10 dB. As can be observed, the cooperative distributed
algorithm converges very fast and reaches to 99% of its final
value after only 2 iterations.

Figure 8 shows the effect of P, on the average global EE
for the 6-user 1 x 3 SIMO IC with SNR = 10dB. As can
be observed, the cooperative distributed and centralized algo-
rithms perform similarly and outperform the non-cooperative
algorithm. Moreover, our proposed beamforming is very
close to the upper bound performance and outperforms the
algorithm with matched filter.
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FIGURE 7. The average global EE versus the number of iterations for the
10-user 1 x 3 SIMO IC with Pc = 10 and SNR = 10dB.
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FIGURE 9. The average global EE versus K for the K-user 3 x 3 MIMO IC
and SNR = 10dB.

Figure 9 shows the effect of K on the average global EE
of the K-user 3 x 3 MIMO IC for SNR = 10dB. As can be
observed, the distributed algorithm performs very closely to
the centralized algorithm and outperforms the SLNR-based
algorithm. Additionally, the average global EE decreases with
K as expected.

C. RATE REGION

Figure 10 shows the effect of the number of users on the
average fairness rate of the K-user IC with N, = 5, SNR
= 10dB and N, = 1, SNR = 0dB. As can be observed
in the SIMO case, the centralized algorithm outperforms the
cooperative distributed algorithm for a moderate number of
users. However, the cooperative distributed algorithm per-
forms close to the centralized algorithm for a low and large
number of users. Additionally, in the SISO case, there is
a relatively considerable performance gap between our dis-
tributed cooperative and the ES solutions. This is in contrast
with the results in Figs. 2-4, where the cooperative distributed
algorithm performs similarly to the centralized algorithm and
the ES solutions for the sum-rate maximization. This is due
to the fact that the optimization problem for the sum-rate
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FIGURE 10. The average fairness rate versus the number of users for the
K-user SISO and SIMO ICs.
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FIGURE 11. The average fairness rate versus the number of iterations for
the 12-user 1 x 5 SIMO IC with SNR = 20dB.

maximization is simpler than the rate-region-optimization
problem since there is no rate function in the constraints
for the sum-rate maximization. However, in the rate-region
problem, the rate of each user appears in each constraint,
and the approximations made by the distributed algorithm
degrade the performance. Note that this performance degra-
dation can be reduced if we conduct a randomization on the
initial point of the distributed algorithm and choose the best
solution.

Figure 11 shows the fairness rate versus the number of
iterations for the 12-user 1 x 5 SIMO IC with SNR = 20 dB.
We can observe that the cooperative distributed algorithm
converges very fast and reaches to 99% of its final value after
5 iterations, which makes this algorithm very efficient for
distributed implementations.

Figure 12 shows the average fairness rate of 7-user 1 x 6
SIMO IC versus the SNR. As can be observed, the centralized
algorithm outperforms the cooperative distributed algorithm,
which is in line with the results in Fig. 10 for a moder-
ate number of users. Moreover, the proposed max-SINR
beamforming design performs identical to the rate in (8),
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FIGURE 13. The average fairness rate versus SNR for the 4 x 4 MIMO
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FIGURE 14. The average fairness EE versus the number of users for the
K-user SISO and SIMO ICs with P = 10.

but the performance of matched filter is even worse than
the non-cooperative design. We also observe that the per-
formance gap between the centralized and the cooperative
distributed algorithms increases with the SNR.

Figure 13 shows the effect of SNR on the average fairness
rate of the 4-user 6 x 6 MIMO IC. As can be observed, the
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FIGURE 17. The average fairness EE versus P for the 4-user 3 x 3
MIMO IC.

centralized algorithm outperforms the distributed algorithm,
and the performance gap between the centralized and dis-
tributed algorithm increases with SNR.

D. ENERGY-EFFICIENCY REGION

Figure 14 shows the average fairness EE for the K-user 1 x 3
SIMO IC and with SNR = 10dB, and the K-user SISO IC
with SNR = 0dB versus the number of users. As it can be
observed, the cooperative distributed algorithm performs very
similar to the centralized algorithm and the ES solutions.

In Fig. 15, we show the average fairness EE versus the
number of iterations for the 10-user 1 x 3 SIMO IC with P, =
10 and SNR = 10dB. We can observe that the cooperative
distributed algorithm converges very fast and reaches to 99%
of its final value after 5 iterations.

Figure 16 shows the average fairness EE as a function of
P for the 6-user 1 x 3 SIMO IC with SNR = 10dB. As can
be observed, the cooperative distributed algorithm performs
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very close to the centralized algorithm. Additionally, our
beamforming design performs very close to the rates in (8)
and outperforms the matched filter design.

Finally, Fig. 17 shows the average fairness EE as a func-
tion of P, for the 4-user 3 x 3 MIMO ICs. As can be
observed, the distributed algorithm performs very close to the
centralized algorithm and outperforms the non-cooperative
algorithm.

VII. CONCLUSION

In this paper, we have proposed two distributed power control
frameworks for the K-user IC when interference is treated as
noise at the receivers. Our cooperative distributed algorithm
can be applied to any optimization problem in which the
objective and/or constraint functions are linear functions of
the achievable rates of users. Such optimization problems
include weighted-sum-rate maximization, global EE maxi-
mization, rate-region optimization and EE-region optimiza-
tion among others. The proposed cooperative distributed
algorithm requires a small amount of information exchange
between users. Additionally, the resulting optimization prob-
lems sometimes have closed-form power updating rules for
the K-user SIMO IC. Through numerous simulation results
over a large range of parameters, we have observed that
our cooperative algorithm performs close to the centralized
algorithm and even close to the optimal solution, espe-
cially for the weighted-sum-rate, EE region and global EE
maximization problems. The reason is that, our cooperative
distributed algorithm obtains a stationary point of the consid-
ered optimization problems and meets the same optimality
conditions as the centralized algorithm. Furthermore, our
cooperative algorithm converges very fast requiring only a
few power updating rounds, which implies that this algo-
rithm can be efficiently implemented in practical scenarios.
We also proposed a non-cooperative distributed algorithm,
which further reduces the amount of information exchange
between BSs required by the cooperative algorithms. In the
non-cooperative algorithm, users need to know only their
own channels. As expected, the cooperative distributed
algorithm outperforms the non-cooperative distributed
algorithm.
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