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The difference between measurements and simulations
is that nobody believes in simulations, except the one who did them,

but everybody believes in measurements, except the one who did them.
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etc. por haber hecho estos años de Universidad muy llevaderos y divertidos. Extendiendo
además el agradecimiento al resto de compañeros.

Me gustaŕıa destacar también la oportunidad que el Profesor Markus Rupp de la Univer-
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me preguntaban cuándo iba a depositar y presentar la tesis): Nikola, Arjun, Markus Günther,
Mariana, Pedro, Iria, Despoina, Miroslav, Miljana, Goran, etc.
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Abstract

Indoor multipath propagation and its impact on multiple-input multiple-output (MIMO)
systems have been of continued interest, particularly for the design and evaluation of wireless
local area networks (WLAN). The characteristics of indoor MIMO channels, such as temporal
and spatial correlation, time variation, etc. impact the performance of those systems. Due
to this, it is is of paramount importance to have a deep channel knowledge.

The radio channel in indoor environments can be represented by multiple paths with
certain gains and delays. It is common to use mathematical models for describing the channel,
which can be done from either a deterministic or a statistical viewpoint. On one hand, we
may use classical propagation theory and a knowledge of the physical indoor environment to
deterministically predict the behavior of the channel. This results time consuming for a high
number of multipath components. On the other hand, it is possible to statistically model the
channel. This approach needs extensive measurement data and do not provide site-specific
information.

Measuring the MIMO channel has become the best way to complement the models. Chan-
nel measurements offer information of variations in time, correlation among the signals at both
transmit and receive array, etc. In an effort to gain a better understanding of the multipath
signals, the wireless research community has been carrying out experimental measurements
to determine the multipath characteristics. The unpredictable channel variations can not
be modeled, hence measuring the MIMO channel results indispensable when tracking these
changes.

In the first part of this work, we present the hardware of the nodes in which the Advanced
Signal Processing Group (GTAS) MIMO testbed is based. This equipment consist of digital
processing units (DPUs), digital-to-analog conversion(DAC) and analog-to-digital conversion
(ADC) capabilities, allowing real-time processing due to the use of Field Programmable Gate
Arrays (FPGAs). As the main contribution, the GTAS group has provided the testbed with
a web-based interface, allowing fully interaction with the testbed and offering universal ac-
cess. This interface is characterized the ease of deployment, updatability, and controllability.
Moreover, it serves as a powerful tool for testing wireless devices and MIMO algorithms over
real channels. As an example of its utilization, a MIMO channel estimation procedure is
described within the context of an European Union funded project within the 7th Frame-
work Programme called Advanced MIMO systems for maximum reliability and performance
(MIMAX).

In the second part of this work, we consider the problem of measuring the wideband
MIMO channel. The unaffordable costs of the channel sounders led us to think up of a channel
measurement methodology to be implemented in our MIMO testbed. This technique involves
the transmission of complex exponentials over a specific frequency band. At the receiver, the
amplitudes of the exponentials (which are affected by the channel) are estimated, and from
them the channel is readily estimated. One of the key features of this method is that, due to
the use of complex exponentials, difficult tasks such as synchronization or symbol detection
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are avoided during channel sounding. Moreover, it is computationally very simple and can
get the channel measures very fast. The proper operation and the validation of the results
were verified by commercial hardware. The channel measures along time corroborates the
fact that the indoor channel, in a static environment, can be considered deterministic.

However, todays wireless communication devices are tested under different and variable
conditions, if it possible, controllable and repeatable. The assessment of those devices under
controlled channels is one of the requirements of commercial channel emulators. Finally, in
the same way, we decided to make the most of testbed capabilities to design and implement
a channel emulation methodology. It is based on the transmission/reception scheme of the
channel measuring methodology, taking advantage of its synchronization procedure. The
emulation itself is based on a linear processing combination at the receiver, based on the
MIMAX beamforming scheme. It is able to reproduce any channel realization from the
actual channel and the channel to emulate. Furthermore, it is able to emulate Rayleigh and
Rician channel with certain spatial correlation properties. Its implementation on the MIMO
testbed provides the whole system the possibility of testing MIMO algorithms in the lab,
even over outdoor channels.

In summary, this dissertation tackles the problem of measuring, characterizing and em-
ulating MIMO channels in indoor environments, using a conventional MIMO testbed. The
performance of these implementations is far away to be competitive with commercial equip-
ment. However, for academic purposes and small research laboratories, it results of high
importance when testing MIMO devices and assessing MIMO algorithms. Also, the remote
capabilities of the testbed will encourage future developments along these lines within the
GTAS group and the whole wireless research community.



Resumen y Conclusiones

El estudio de la propagación multicamino (del inglés multipath propagation) ha sido, en los
últimos años, una de los tópicos más relevantes en lo que al canal inalámbrico se refiere. El
diseño y la evaluación de sistemas de redes de área local inalámbricas (Wireless Local Area
Networks o WLAN) depende, en gran medida, de las caracteŕısticas del canal inalámbrico.
Éste se puede modelar de manera determinista, considerando un canal en concreto; o de forma
estocástica, modelado más flexible utilizando variables aleatorias. De las aproximaciones
estocásticas para modelar el canal en interiores destacan los modelos Rayleigh y Rician.
El primero asume que las amplitudes de las infinitas componentes multitrayecto se pueden
modelar como una variable aleatoria normal, representando un modelo sin visión directa
(non-line of sight o NLOS). En el segundo caso se asume la existencia de visión directa entre
el transmisor y receptor (line of sight o LOS).

Existen situaciones en las que, debido a las caracteŕısticas adversas del entorno de propa-
gación, la tasa de transmisión se ve reducida. Dado que las aplicaciones futuras demandan un
incremento de tasa que no consiguen las técnicas tradicionales, en los últimos quince años se
ha llevado a cabo una intensa investigación de los sistemas de múltiples entradas y múltiples
salidas (Multiple-Input Multiple-Output o MIMO), lo que en sistemas inalámbricos equivale
a múltiples antenas en transmisión y recepción. A partir del trabajo pionero realizado por
Foschini y Telatar, los sistemas MIMO han sido utilizados para mejorar drásticamente el
rendimiento de los sistemas de comunicaciones inalámbricas. El desarrollo de estos sistemas
pasa por disponer de modelos teóricos que tengan en cuenta los principales mecanismos de
propagación en los distintos tipos de entornos. Como ejemplo, diferentes modelos de canal
MIMO han sido desarrollados para diferentes entornos. Estos modelos de propagación pueden
proceder bien del análisis de los datos recogidos en campañas de medidas, o bien de modelos
más complejos que resuelven el problema electromagnético desde un punto de vista teórico.
Sin embargo, numerosas técnicas MIMO no han sido suficientemente testeadas bajo condi-
ciones de propagación reales, de ah́ı que se requiera aún más trabajo experimental para
caracterizar dichos canales inalámbricos.

Esta tesis se divide en tres partes. En la primera parte se aborda el estudio de plataformas
MIMO hardware, las cuales se vienen utilizando en los últimos años para testear algoritmos
y dispositivos MIMO. En concreto se presenta la plataforma MIMO del GTAS, describiendo
sus caracteŕısticas, limitaciones y posibles usos. La principal aportación de esta parte consiste
en dotar a la plataforma de una interfaz de control basada en webservices mediante la cual
se pueden controlar todas sus funcionalidades de una manera sencilla y eficaz. En segunda
parte se describe el diseño e implementación de una metodoloǵıa para la medida del canal
MIMO banda ancha basada en el env́ıo de exponenciales complejas. Finalmente, se diseña e
implementa una técnica para el testeo de dispositivos y/o algoritmos por el aire (del inglés
over the air o OTA) mediante la emulación de canales MIMO basada en la combinación
lineal de matrices pesos variantes en el tiempo. Esta técnica ha dado lugar a dos formas
diferentes de emular el canal: una que reproduce realizaciones de canal de modelos conocidos
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o medidas de canal previas, y otra que emula caracteŕısticas espaciales y temporales de
canales con distribuciones determinadas. Todo el trabajo realizado tiene como finalidad su
implementación en la plataforma MIMO del GTAS.

En el Caṕıtulo 2, a modo de introducción, se analiza el estudio de la propagación inalám-
brica en canales MIMO en interiores para posteriormente adentrarse en el desarrollo de tres
partes.

Plataforma MIMO del GTAS

En el Caṕıtulo 3 se presenta la plataforma MIMO de comunicaciones del GTAS. Está com-
puesta por tres nodos constituidos por módulos de fácil conexión (Commercial off-the-shelf
o COTS). Cada nodo basa su funcionamiento en una serie de funciones a bajo nivel pro-
porcionadas por el fabricante, las cuales permiten un control independiente de los mismos.
Ésto no satisface las necesidades de una plataforma en la que la comunicación entre nodos es
primordial.

El trabajo en este punto consiste en dotar a la plataforma de un control basado en el uso
de webservices. Éste permite el manejo de la plataforma desde cualquier lugar del mundo ha-
ciendo uso de aplicaciones web o software como Matlab. Esta nueva arquitectura hardware/-
software supone un antes y un después a la hora de realizar experimentos de comunicaciones,
testar dispositivos o algoritmos MIMO. Entre sus ventajas, permite implementar comunica-
ciones multiusuario, cooperative communications, etc. Y lo que es más, facilita enormemente
la realización de experimentos relacionadas con otras aportaciones presentadas en esta tesis.

En el momento en el que se adquiere la plataforma, el GTAS se integra en el proyecto MI-
MAX, el cual aboga por la reducción de complejidad y coste de los sistemas MIMO mediante
la utilización de un sistema de múltiples antenas con beamforming analógico. La disponibili-
dad de dos nodos de la plataforma posibilita que diversas partes del proyecto se puedan testar
en la misma. El cálculo de los beamformers óptimos requiere de una estima de canal MIMO.
Para ello se diseña una estrategia basada en la aplicación de pesos en banda base utilizando
tramas 802.11a modificadas para, posteriormente, ser implementada en la plataforma MIMO.
Con el paso del tiempo, MIMAX requiere de medidas de canal para testear algoritmos banda
base. La no disponibilidad de equipamiento dedicado para la medida de canal nos lleva a
idear una metodoloǵıa para la medida de canal con la plataforma GTAS. Esta metodoloǵıa,
descrita a continuación, posibilita la evaluación de algoritmos MIMO sobre canales reales. A
su vez, diversos problemas que surgen a la hora de implementar el esquema de beamforming
analógico, hacen que éste se deba llevar a cabo en banda base en nuestra plataforma.

Medida de canal MIMO

En esta segunda parte se idea un método de medida de canal MIMO banda ancha basado en
la transmisión y adquisición de exponenciales complejas. Además de la sencillez y simplicidad
del método propuesto, este algoritmo proporciona gran precisión en la estima de la respuesta
del canal a las respectivas frecuencias de las exponenciales. La metodoloǵıa resulta muy
versátil y flexible a la hora de medir el canal, dado que es posible considerar cualquier ancho
de banda y separación entre exponenciales.

La metodoloǵıa propuesta puede ser implementada en cualquier hardware compuesto por
módulos de radiofrecuencia y unidades de procesado digital banda base. En este caso se
implementa sobre la plataforma MIMO del GTAS, la cual impone las restricciones de ancho
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de banda de medida, resolución frecuencial, entre otros parámetros. Hay que destacar que
el uso de esta metodoloǵıa evita la necesidad de emplear dispositivos de sincronización entre
nodos (cables, GPS, etc...), ya que el algoritmo empleado en recepción se encarga de esta
tarea. Dicho algoritmo, el (Iterative Weighted Phase Averager o IWPA), ha sido adaptado
y aplicado por vez primera a la estima de canal y, a su vez, se ha modificado con el fin de
trabajar con exponenciales complejas.

La señal a transmitir, s[n], consiste en un conjunto de M exponenciales complejas:

s[n] =

M∑

i=1

Ai exp(j(ωin+ φi)), (1)

donde Ai son los coeficientes de predistorsión obtenidos en el proceso de calibración y wi un
conjunto de frecuencias que muestrean adecuadamente el ancho de banda de interés. Por otra
parte, φi representa las fases necesarias para hacer frente al principal problema de las señales
multitono: la relación potencia pico potencia media (Peak-to-average power ratio o PAPR).

El env́ıo de las señales transmitidas se basa en un esquema de multiplexación en el tiempo,
con el fin de medir todas las posibles combinaciones del canal MIMO. El transmisor conmuta
las antenas de forma rápida, de manera que se transmita por todas las antenas al menos una
vez en el tiempo de coherencia del canal. De este modo, las antenas receptoras adquieren una
especie de trama con M transmisiones, cada una de las cuales corresponde a un transmisor
diferente.

Tras atravesar el canal, la señal recibida puede denotarse como sigue

r[n] =

M∑

i=1

A
′

i exp(j(ω
′

in+ φ
′

i)), (2)

donde A
′

i, ω
′

i y φ
′

i se corresponden con los parámetros Ai, ωi y φi respectivamente, tras
haberse visto afectados por la transmisión a través del canal.

Para la estima de los parámetros A
′

i, ω
′

i y φ
′

i, se utiliza el algoritmo IWPA. El algoritmo
IWPA es un método de estimación frecuencial no paramétrico basado en la transformada
rápida de Fourier (Fast Fourier Transform o FFT), capaz de proporcionar una estimación
precisa.

La técnica de estima de canal del proyecto MIMAX que se presenta en el Caṕıtulo 3,
comentada anteriormente, valida esta metodoloǵıa de acuerdo a diferentes medidas de canal
realizadas con ambas. En dichas medidas se demuestra que, en un entorno estático en inte-
riores, el canal es prácticamente invariable e, incluso, se puede considerar determinista.

Un aspecto positivo a destacar del uso de esta metodoloǵıa es que resulta un solución
de bajo coste, en el sentido de que no requiere modificaciones hardware en la plataforma, ni
gastos adicionales. En resumen, su implementación en una plataforma MIMO resulta una
alternativa económica a los channel sounders comerciales. Lógicamente, las prestaciones de
estos últimos mejoran holgadamente las de nuestro sistema.

Hasta el momento se plantea la cuestión de que el canal MIMO en interiores es invariable
en el tiempo si el entorno permanece estacionario. Estos canales deterministas pueden ser
útiles para testear algoritmos o dispositivos sobre un canal concreto. Sin embargo, los sistemas
de comunicación inalámbricos de hoy en d́ıa suelen evaluarse en condiciones variantes, lo que
limita el número y la variedad de experimentos a realizar.
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Emulación de canal MIMO

La tercera parte de la tesis aborda el diseño e implementación de una metodoloǵıa para la
emulación del canal MIMO. Para ello se hace uso de la plataforma del GTAS junto con el
esquema de medida de canal presentada en el Caṕıtulo 4 y la aplicación de pesos variantes
en el tiempo utilizada en MIMAX (Caṕıtulo 3) para emular el canal MIMO. En el Caṕıtulo
5 se presenta una solución para la emulación de canales MIMO banda estrecha de manera
flexible, precisa y fácilmente escalable. Esta metodoloǵıa se puede utilizar de dos maneras:
una de ellas permite la carga de realizaciones de canal provientes de campañas de medidas
previas o de modelos conocidos (por ejemplo WINNER); la segunda permite emular canales
Rician con unas determinadas caracteŕısticas espaciales y temporales.

En primer lugar, se mide el canal MIMO utilizando, por ejemplo, la metodoloǵıa pre-
sentada en el Caṕıtulo 4. El canal resultante será el medido entre el nodo transmisor y el
receptor. Las señales transmitidas se combinan linealmente con el fin de emular el canal
deseado. Los coeficientes (o pesos) de la combinación lineal se calculan en función del canal
MIMO medido y del que se quiere emular. Estos pesos se pueden aplicar muestra a mues-
tra, lo que requiere un volcado previo a memoria de los mismos aśı como de las las señales
transmitidas. La rapidez con la que se apliquen los pesos será por tanto controlada por la
frecuencia de muestreo, y es adecuada para la emulación de canales altamente variantes en el
tiempo. Sin embargo, los canales t́ıpicos en interiores se consideran block fading, con lo que
la actualización de los pesos a aplicar no está sujeta a cambios rápidos. Ésta es la opción
utilizada para la presentación de los resultados, aśı como de las aplicaciones futuras de la
metodoloǵıa.

En resumen, la metodoloǵıa para la emulación de canal MIMO resulta una herramienta
precisa y flexible que se puede implementar en sistemas con posibilidad de ejecución en
tiempo real. Dicha metodoloǵıa es integrable en una plataforma de comunicaciones para
emular canales MIMO. Este hecho abre una multitud de posibilidades prácticas; por ejemplo,
es posible testear algoritmos posicionando la plataforma en entornos interiores y, a su vez,
cargando en ella realizaciones de canal en exteriores.

Conclusiones

En este trabajo se proponen una serie de técnicas para la medida y emulación del canal
MIMO utilizando una plataforma MIMO convencional. Para ello, esta última ha sido dotada
con un interfaz web basado en webservices que permite aprovechar sus funcionalidades y
prestaciones de una forma más simple y eficaz. Las ventajas de disponer de una manera
económica y sencilla de medir y emular el canal MIMO son numerosas, puesto que permiten
conocer entornos reales de propagación que son muy dif́ıciles de caracterizar por otros medios
o requieren de un equipamiento espećıfico que suele resultar costoso. El resultado es una
solución económica para pequeños centros de investigación y universidades que permite cono-
cer el canal de comunicaciones, aśı como emular caracteŕısticas del mismo. Es importante
resaltar que el hecho de utilizar la plataforma para medir y emular el canal MIMO, acarrea
las consiguientes limitaciones en términos de prestaciones frente al equipamiento comercial
dedicado.

En la primera parte de la tesis se presenta la plataforma del GTAS. La principal aportación
en este apartado consiste proveer a la misma de un interfaz web basado en webservices que
permite controlar los nodos de manera remota y facilita la comunicación entre ellos.
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En la segunda parte de la tesis se presenta una metodoloǵıa para la medida de canal MIMO
basada en el env́ıo de señales multifrecuencia. Dicha metodoloǵıa es muy versátil y flexible a la
hora de medir el canal, dado que se puede considerar cualquier ancho de banda y separación
entre señales. El uso de esta metodoloǵıa evita la necesidad de emplear dispositivos de
sincronización entre nodos (cables, GPS, etc...) ya que el algoritmo empleado en recepción se
encarga de esta tarea. Dicho algoritmo, el IWPA, ha sido adaptado y aplicado por vez primera
a la estima de canal y ha sido modificado para poder trabajar con exponenciales complejas.
La metodoloǵıa puede ser implementada en cualquier hardware compuesto por módulos de
RF y unidades de procesado digital banda base. En esta tesis, se ha implementado en
nuestra plataforma, la cual impone las restricciones de ancho de banda de medida, resolución
frecuencial, etc.

Finalmente, se presenta una técnica para la emulación del canal MIMO banda estrecha
basada en la combinación lineal de las señales banda base en el transmisor. La metodoloǵıa
permite la emulación de cualquier realización de canal equivalente banda base. Se presentan
expresiones cerradas para el cálculo de los coeficientes de dicha combinación a partir de la
medida del canal f́ısico entre los nodos de la plataforma y del canal deseado. La metodoloǵıa
se implementa en la plataforma GTAS, en la cual se ha testeado con excelentes resultados.
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tr (A) Trace of matrix A
cov (A) Covariance of matrix A
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(·)T transpose function
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xT
1 . . .xT

n

]T
.

∗ Convolution
∼ Distibuted according to.
x ∼ CN (m,C) x is a complex circularly symmetric Gaussian vector distri-

bution with mean m and covariance matrix C.
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Chapter1
Introduction

1.1 Goal of the Thesis

Amajor requisite in the evaluation of any wireless device is an adequate characterization of the
radio channel. Indoor radio channels suffer from multipath propagation, i.e. the transmitted
wave interacts with obstructions and surface irregularities creating a continuum of scattered
paths. Therefore, the received signal is the superposition of many copies of the original
transmitted signal with different time delays, amplitudes and phases. This phenomenon
gives rise to a complex, time varying multipath transmission channel which depends on the
specific properties of the transmission environment.

With the advent of multiple-input multiple-output (MIMO) systems and, consequently,
their associated channels, the study of multipath propagation becomes indispensable. The use
of MIMO systems has received a great deal of interest from the research community as well as
from the wireless communications industry in recent years. Existing and emerging standards
for wireless communications such as IEEE 802.16 (WiMAX) [IEEE, 2006, IEEE 802.16, 2004]
or 3GPP UMTS LTE [3GPP, 2013] support multiple antenna transmissions in their high-
performance profiles.

The propagation characteristics of indoor MIMO channels may change due to modifi-
cations in the environment, scatterers or people moving around, etc. Due to this, it is
of high importance to have equipment that thoroughly measures (or sounds) the chan-
nel. Experimental evaluation of MIMO technologies in real-world scenarios is necessary
to assess how these MIMO technologies perform over realistic, imperfect wireless chan-
nels. This fact has become an essential tool in every educational institution or even com-
panies and allows a better understanding of the channel itself, along with the properties
that describe its behavior. Up to now, there exist many publications devoted to chan-
nel measuring [Howard and Pahlavan, 1990, Wirnitzer et al., 2001, Wallace et al., 2003], and
the typical propagation parameters can be extracted from the resulting channel measures
[Kyritsi et al., 2003].

The experimental assessment of wireless communications systems not only takes into
account the real multipath propagation in wireless channels, but also the implementation
impairments so often ignored during the simulations. The evaluation of MIMO radio commu-
nications, as depicted in Figure 1.1, in terms of realism and effort, grows from the theoretical
point of view towards the final product, passing by different stages. But, testbed development
and the evaluation of algorithms and systems on it entail great effort for an acceptable realism
level. The cost associated to this hardware setups explains why the experimental evaluation
of MIMO techniques in MIMO laboratories is still not spread enough.
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Theoretically

by pure simulation

by channel sounding

utilizing a testbed

utilizing a prototype

using the final product

Degree of realism

Effort

Figure 1.1: Evaluating MIMO radio communication.

The need of characterizing and testing MIMO devices over real channels led the Ad-
vanced Signal Processing Group (GTAS) to acquire a conventional MIMO testbed. The
flexibility that a testbed provides when testing communication schemes and algorithms
led us to opt for this hardware. These platforms stand out by their flexibility, being
enough powerful to provide the user with real time processing, great storage capacity as
well as offline post-processing [Caban et al., 2006, i. Fábregas et al., 2006, Vielva et al., 2010,
Garćıa-Naya et al., 2010]. The importance of assessing MIMO algorithms over real channels
is unpayable. The fundamental role that testbeds play in bridging the gap between the-
ory and real operation, makes them indispensable in MIMO system evaluations. Regarding
implementation issues, in this dissertation we show several possibilities that a commercial
MIMO testbed can offer. The fact that it consists of digital processing units (DPUs) with
field programmable gate arrays (FPGAs) as well as analog front-ends (AFEs), presents mul-
tiple capabilities and configurations and can stand alongside the prototypes or dedicated
hardware.

Our first goal is to provide the GTAS MIMO testbed with a simple and universal way of
controlling its functionalities from any place with internet connection. Such a control brings
along the definition of the platform to be used, security issues, as well as the applications that
support it. This research led to the development of a web platform that allows dealing with
these requirements in a flexible way. Its architecture allows handling the testbed centralized
to a unique computer, which facilitates each experiment to be carried out with it.

At the time that the testbed is available, GTAS is immersed in the European project Ad-
vanced MIMO systems for maximum reliability and performance (MIMAX) [MIMAX, 2008,
Eickhoff et al., 2008], which advocates for the complexity and cost reduction of MIMO sys-
tems by utilizing a MIMO analog beamforming scheme. Unlike conventional MIMO systems,
which usually need as many parallel operating receiving (RX) or transmitting (TX) paths
as antennas are used for communication (if the signal processing is performed in the digital
baseband (BB)), MIMAX shifts this paradigm to the analogue RF domain and reduces the
number of RX and TX paths to a single one. Therefore, the hardware overhead consists only
of additional antennas and a modified RF front-end compared to a single-input single-output
(SISO) system.

As time goes by, MIMAX starts to demand a huge amount of real MIMO channel mea-
surements for developing its BB algorithms. The lack of dedicated equipment to perform
these measurements and the huge expense it involves, lead us to think up a methodology for
measuring the MIMO channel using our MIMO testbed. The implementation of this method-
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ology results in a powerful tool that becomes essential in the first steps of MIMAX as well as
in other research projects. The channel estimation that is carried out in MIMAX (the same
as performed in 802.11a) validates the proper behavior of this methodology. MIMAX also
requires using the testbed to test those BB algorithms (and the whole system) in real con-
ditions. The analog beamforming scheme it suggests is delayed due to diverse technological
problems that emerge in its implementation by one of the project partners. Thus, to validate
the MIMAX concept, the emulation of analog beamforming has to be carried out in BB using
our MIMO testbed.

The measurement campaigns carried out with both methodologies indicate that the in-
door channel is time invariant if there is no movement of people, scatterers, etc. To obtain
statistically representative measures, we were forced to move the testbed nodes provoking
channel fluctuations. Other option involved buying automatic positioning tables. But the
use of this equipment does not assure control of the channel realizations. Making the most
of MIMAX implementation, a digital BB beamformer that changes with time is then im-
plemented within the FPGA of the TX node. This scheme allows varying the channel in a
controllable way.

Finally, the combination of all the previous ideas gives rise to a methodology for emulating
MIMO channels implemented in BB using the GTAS MIMO testbed. The signals at the TX
are linearly combined in order to emulate the desired MIMO channel. The coefficients of the
linear combination are calculated as functions of the actual channel in the laboratory and of
the channel to emulate.

The advantages of having an economic and simple way to characterize MIMO channel are
numerous, since it allows understanding real propagation environments which are quite diffi-
cult to characterize by other means, or require specific equipment. As an example, there exist
dedicated commercial hardware to perform this task, as the well known channel sounders.
However, its acquisition entails a great expense, which leads us to think up of a channel
measurement methodology to be implemented in the GTAS MIMO testbed. The proposed
technique involves the transmission of complex exponentials over a specific frequency band.
At the receiver, the amplitudes of the exponentials (which are affected by the channel) are
estimated and, from them, the channel is readily estimated. One of the key features of this
method is that, due to the use of complex exponentials, difficult tasks such as synchronization
or symbol detection are avoided during channel sounding. Moreover, it is computationally
very simple and can get the channel measures very fast. The proper operation and the
validation of the results were verified by commercial hardware.

These kind of channels could be interesting for testing algorithms or devices under a cer-
tain fixed channel. However, todays wireless communication devices are tested under different
and variable conditions, if possible, controllable and repeatable. The assessment of those de-
vices under controlled channels is one of the requirements of commercial channel emulators.
As happened with channel sounders, this kind of equipment offers high performance, at a
high cost.

In the same way, we decided to make the most of testbed capabilities to design and imple-
ment a channel emulation methodology. Moreover, it is based on the transmission/reception
scheme of the channel measuring methodology, taking advantage of the its synchronization
procedure. The idea of the emulation itself emerges from the MIMAX beamforming scheme;
in this case only used at the transmit side. This methodology offers a flexible and accurate
solution for the emulation of any channel realization that could come from MIMO channel
models or even previous channel measurement campaigns. Its implementation over the GTAS
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Figure 1.2: General methodology followed during thesis and type of result from each step.

MIMO testbed provides the whole system the possibility of testing MIMO algorithms in the
lab, or even emulate outdoor channels inside it.

In summary, this dissertation tackles the problem of measuring, characterizing and em-
ulating MIMO channels in indoor environments, using a conventional MIMO testbed. To
that end, a series of steps including channel estimation, synchronization, beamforming de-
sign, real-time implementation, etc. have been followed. The two paradigmatic examples are
channel sounding and channel emulation, although the door is opened to other functionali-
ties as well. The performance of these implementations is far away to be competitive with
commercial equipment. However, for academic purposes and small laboratories, it results of
high importance when testing MIMO devices. The flexibility of the GTAS MIMO testbed
will encourage future developments in the GTAS group.

In general, all the lines of work have followed the same methodology, with some light
variations according to the work carried out in each one:

• Study of the state of the art.

• Problem definition and the different aspects to work on.

• System design: algorithms, models.

• System implementation and the subsequent evaluation.

• System validation, measurement campaigns and data analysis.

Figure 1.2 represents graphically the methodology that has been followed throughout the
thesis.
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1.2 Outline and contributions

The rest of this document is organized as follows:

• Chapter 2 overviews the basic modeling of single-antenna wireless channels, focusing
on indoor channels. The extension to MIMO channels and the features they include
are of study, e.g. spatial correlation. A brief study of the typical parameters of indoor
wireless channels is also included.

• Chapter 3 reviews the state of the art as in hardware implementation is concerned.
The MIMO testbed available in the GTAS group is addressed along with its features,
impairments and control. We focus on the developed web-platform that easily allows
its control. Finally, one of the first developments within the MIMO testbed, regarding
the MIMAX project, is presented.

The results presented in this chapter have given place to the following publications:

– L. Vielva, J. Vı́a, J. Gutiérrez, Ó. González, J. Ibáñez y I. Santamaŕıa. “Building
a Web Platform for Learning Advanced Digital Communications using a MIMO
Testbed”. IEEE International Conference on Acoustics, Speech and Signal Pro-
cessing (ICASSP 2010), Dallas, USA, March 2010.

– Ó. González, J. Gutiérrez, J. Ibáñez, L. Vielva y R. Eickhoff. “Experimental
evaluation of an RF-MIMO transceiver for 802.11a WLAN”. Future Network and
MobileSummit 2010, Florence, Italy, June 2010.

• Chapter 4 presents a novel methodology for measuring the wideband MIMO channel
making use of the GTAS MIMO testbed. It offers high accuracy and does not require
synchronization between nodes using cables.

The results presented in this chapter have given place to the following publications:

– J. Gutiérrez, Ó. González, J. Pérez, D. Ramı́rez, L. Vielva, J. Ibáñez and I. San-
tamaŕıa. “Frequency-Domain Methodology for Measuring MIMO Channels Using
a Generic Test Bed”. IEEE Transactions on Instrumentation and Measurement,
vol.60, no.3, pp.827-838, March 2011.

• In Chapter 5, we analyze the problem of testing devices or algorithms over-the-air
(OTA) using channel emulation. We present a methodology that linearly combines the
transmit signals to emulate MIMO channels, whether they are imported from channel
models or generated from certain distributions and spatial and temporal characteris-
tics. These techniques have been implemented in the GTAS MIMO testbed and their
performance and accuracy are analyzed.

The publications that have contributed to this chapter are the following: 1

– J. Gutiérrez, J. Ibáñez and J. Pérez. “MIMO OTA Testing Based on Transmit
Signal Processing”. Hindawi International Journal of Antennas and Propagation
(Special Issue on Antenna Measurement Systems and Antenna Technology for Next
Wireless Generation (NEXT)), vol. 2013, June 2013.

1Note that some publications belong to more than one chapter.
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– J. Gutiérrez, J. Ibáñez and J. Pérez. “Spatial correlation beamforming scheme for
MISO channel emulation”. International Symposium on Wireless Communication
Systems (ISWCS), Paris, France, August 2012.

– J. Gutiérrez, J. Ibáñez and J. Pérez. “Beamforming-based emulation of spatial
and temporal correlated MISO channels”. International Symposium on Signals,
Systems and Electronics (ISSSE), Potsdam, Germany, September 2012.

• Finally, Chapter 6 summarizes the results and concluding remarks, and proposes some
future research topics.

Other contributions not presented in this dissertation

• M. Morales, J. Gutiérrez and A. G. Armada. “Achievable Throughput with Block Diag-
onalization on OFDM Indoor Demonstrator”. European Signal Processing Conference
(EUSIPCO 2013), Marrakech, Morocco, September 2013.

• J. Gutiérrez, A. Habib and M. Rupp. “Selection Schemes for Orthogonal Tripole Anten-
nas”. European Conference on Antennas and Propagation (EUCAP 2013), Gothenburg,
Sweden, April 2013.

• J. Gutiérrez, A. Habib and M. Rupp. “Indoor measurements by dual tripole antennas”.
Loughborough Antennas & Propagation Conference (LAPC 2012), Loughborough, UK,
November 2012.

• J. Manco Vásquez, J. Gutiérrez, J. Pérez, J. Ibáñez and I. Santamaŕıa. “Experimen-
tal Evaluation of Multiantenna Spectrum Sensing Detectors using a Cognitive Radio
Testbed”. International Symposium on Signals, Systems and Electronics (ISSSE), Pots-
dam, Germany, October 2012.

• J. Pérez, J. Gutiérrez y L. Vielva. “Performance Analysis of Transmit Antenna Se-
lection in Broadcast MISO Channels”, IEEE International Symposium on Broadband
Multimedia Systems and Broadcasting, Bilbao, Spain, May 2009.

Participation in European and National Projects

• Advanced MIMO systems for maximum reliability and performance (MIMAX) Project

http://www.ict-mimax.eu/

• COMONSENS, http://www.comonsens.org/

• COSIMA, http://www.cosimaproject.es/

http://www.ict-mimax.eu/
http://www.comonsens.org/
http://www.cosimaproject.es/


Chapter2
Multi-antenna indoor wireless

channels

Radio propagation typically consists of several distinct multipath components (MPCs) de-
parting from the transmitter (TX) and arriving at the receiver (RX) with specific directions
and delays. This fact is due to reflections and diffractions in the surrounding environment. It
is common practice in the design and evaluation studies of wireless communication systems
to use mathematical models for describing the channel. Whilst deterministic modeling is
valid for specific scenarios, stochastic models serve well when the channel in question is fairly
generic [Durgin, 2002].

At present, wireless technologies such as long term evolution (LTE) and Worldwide Inter-
operability for Microwave Access (WiMAX), bring along high throughput communications.
Their underlying radio technology, which allows enhancing the overall performance of radio
transmitters and receivers, is based on multiple-input multiple-output (MIMO) systems. A
MIMO system [Foschini, 1996] is a wireless communication system that is equipped with mul-
tiple antennas at both ends of the link. The performance of these systems is directly related
to the propagation environment in which the device is operating, which is denoted as the
MIMO channel. MIMO channel modeling is of paramount importance in the design of such
systems.

This chapter reviews the MIMO multipath channel characterization. Firstly, it describes
the SISO deterministic multipath modeling, where channel parameters as delay spread and
coherence are introduced. Secondly, the multipath channel is modeled as a multi-dependent
random wide/sense stationary (WSS) process. Correlation functions and power spectral
densities (PSDs) are defined. Later, the MIMO channel and its intrinsic characteristics are
reviewed. Popular models as MIMO Rayleigh and Rician channels are presented.

This chapter does not claim to be a rigorous and complete revision of wireless channel
modeling. The objective is to revisit some concepts related to channel modeling that will be
treated through the next chapters. Thereby, we try to make this dissertation as self-contained
as possible.

This chapter is organized as follows: Section 2.1 presents multipath channel modeling,
highlighting the most important parameters to be considered throughout this dissertation.
In Section 2.2 we extend the channel modeling to MIMO systems, focusing on their spatial
properties. Section 2.3 studies the parameters presented in previous section, particularized
for indoor scenarios. Finally, in Section 2.4, the main conclusions are summarized.
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Figure 2.1: Different path lengths not only derive in different component amplitudes but
their phases, that can provoke destructive interferences.

2.1 Multipath propagation

The importance of properly knowing and characterizing the wireless channel is undeniable.
This allows a better design and optimization of systems and algorithms, taking into account
the characteristics of multipath propagation and delay, frequency dependence, temporal fad-
ing, etc. It is well-known that wireless propagation environment entails certain limitations on
communication systems. The propagation path between the TX and the RX may consist of
a single path, line-of-sight (LOS). In a multipath environment, the transmitted signals reach
the receiver through different propagation paths, non line-of-sight (NLOS) (see Figure 2.1).
The signal phase deviation and the attenuation at different frequencies depends on the length
of each path. Therefore, received signal fading depends on frequency due to constructive or
destructive effects of the individual components.

Three main propagation mechanisms determine how electromagnetic waves propagate
through the environment: reflection, scattering, and diffraction [Rappaport, 2001].

A defining characteristic of the mobile wireless channel is the variations of the chan-
nel strength over time and frequency. In a broad sense, the channel can be modeled
in two different ways, large-scale propagation model and small-scale propagation model
[Rappaport, 2001]. Propagation models that predict the mean signal strength for any TX/RX
separation become useful in estimating the transmitter coverage area. This is generally termed
as large-scale propagation models. Propagation models that characterize rapid fluctuations
of the received signal within few wavelengths (short distances) are called small-scale propa-
gation models. These fluctuations are caused by changing phases of superposing multipath
components. In this chapter we will focus on small-scale propagation models and the effects
that rise according to different phenomena caused by multipath fading.

Figure 2.2 represents an overview of fading channel manifestations [Sklar, 1997], distin-
guishing these two categories.

The impulse response of such channels is typically characterized by time-variations and
time-spreading. Time variations are due to the relative motion between the TX and the
RX and temporal variations of the propagation environment. Time-spreading is due to the
fact that the emitted electromagnetic wave arrives at the receiver having undergone reflec-
tions, diffraction and scattering from various objects along the way, at different delay times.
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Figure 2.2: Fading channel manifestations.

These signal fluctuations, called multipath fading, are responsible for the degradation of the
communication system performance.

2.1.1 Deterministic multipath channel

Consider a SISO multipath channel. Each signal path has its own individual path length,
di, and gain (or attenuation), ai. The resultant signal at the receive antenna, r(t), is a
superposition of the multipath signals. The TX and the RX bandpass signals are s(t) and
r(t), respectively.

The multipath channel can be viewed as a linear time invariant (LTI) system or as a
linear time variant (LTV) system. The former is valid when the TX, RX and the propagation
environment are stationary during the transmission of s(t).

Time-invariant channel

In a time-invariant channel, r(t) can be written as

r(t) =
∑

i

ais(t− τi), (2.1)

where ai and τi are the real amplitudes and delays, respectively, of the ith multipath compo-
nent. The delays are given by τi = di/c, where c is the speed of light and di is length of each
path. The channel impulse response, h(τ), will be

h(τ) =
∑

i

aiδ(t− τi), (2.2)
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Figure 2.3: An example of the discrete channel impulse response for a 5-path radio channel.

In practice, we have infinite multipath components, so h(τ) is a continuous function.
The delay spread is defined as the difference between the time of arrival of the earliest

significant multipath component (typically the LOS component, if it exists) and the time of
arrival of the latest multipath component.

∆τmax = τmax − τ0. (2.3)

It is typically of the order of microseconds. Figure 2.3 depicts a 5-path channel impulse
response. Therefore, the delay spread will be ∆τmax = τ4 − τ0.

This model assumes that the amplitudes, ai, and delays, τi, are frequency independent in
the band of interest. The received signal, r(t), can be described in terms of the transmitted
signal, s(t), and the channel impulse response as

r(t) = s(t) ∗ h(t) =
∑

i

aiδ(t− τi), (2.4)

Analogously, in the frequency domain, the channel frequency response, h(f), will be

h(f) =
∑

i

ai exp (−j2πfτi) , (2.5)

and the received signal in the frequency domain, r(f), will be

r(f) = s(f)h(f) = s(f)
∑

i

ai exp (−j2πfτi) (2.6)

Let fc denote the carrier frequency. The channel response at frequency f = fc +∆f will
be

h (fc +∆f) =
∑

i

exp (−j2πfcτi) exp (−j2π∆fτi)

= exp (−j2π∆fτ0)

[
∑

i

exp (−j2πfcτi) exp (−j2π∆f(τi − τ0))

]

, (2.7)

and the channel response at f = fc will be
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h (fc) =
∑

i

exp(−j2πfcτi), (2.8)

Comparing (2.7) and (2.8), there might be significative changes in |h(f)| when

2π∆f(τi − τ0) ≥ π/2 ⇒ ∆f ≥ 1

4∆τmax
= Bc. (2.9)

where Bc is usually called coherence bandwidth of the channel. In practical systems, Bc is of
the order of unitMHz.

If the bandwidth of s(t), denoted as B, is less than the coherence bandwidth, Bc, then the
fading is flat about the carrier frequency. This kind of channels are denoted as narrowband.
On the contrary, if B > Bc the channel is considered frequency-selective. From (2.7). Taking
modulus in (2.7)

|h(fc +∆f)| =
∣
∣
∣
∣
∣

∑

i

ai exp (−j2πfcτi) exp (−j2π∆f(τi − τ0))

∣
∣
∣
∣
∣
. (2.10)

If ∆f∆τmax < 1/4, then

|h(fc +∆f)| ≈
∣
∣
∣
∣
∣

∑

i

exp (−j2πfcτi)

∣
∣
∣
∣
∣
= |h (fc)| = |h| , (2.11)

which does not depend on ∆f .

Time-variant channel

In a mobile communication system, the channel changes with time due to the motion of the
TX, RX, and/or objects, within the propagation scenario. The channel variation in time
provokes temporal variations in both amplitudes and delays, ai(t) = αi/di(t), τi = di(t)/c,
where di(t) are the distances traveled from TX to RX by the paths. The time variations of
both the amplitudes, ai(t), and delays, τi(t), of each multipath component, are slow compared
with the delay spread. Hence, we can consider the channel as a LTI channel with time-varying
channel response.

Assuming linear variation in time for each path, di(t) = vit + d0,i → τi(t) = di(t)
c =

vi
c t+

d0,i
c , then the impulse response can be written as

h(t, f) =
∑

i

ai(t) exp

(

−j2πf
d0,i
c

)

exp
(

−j2πf
vi
c
t
)

︸ ︷︷ ︸

temporal dependence

. (2.12)

where fD
i = −f vi

c . is the so called Doppler frequency deviation of the i-th path. Maxi-
mum Doppler deviations in outdoor environments are typically of the order of 100MHz. In
indoor environments, the Doppler frequency used to be almost zero, or even zero in static
environments.

According to (2.12) the channel response at t = t0 +∆t, will be

h(t0 +∆t, f) =
∑

i

ai(t0 +∆t) exp

(

−j2πf
d0,i
c

)

exp
(
j2πfD

i t0
)
exp

(
j2πfD

i ∆t
)

(2.13)
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whereas at t = t0 the channel response is

h(t0, f) =
∑

i

ait0 exp

(

−j2πf
d0,i
c

)

exp
(
j2πfD

i t0
)

(2.14)

Comparing (2.13) and (2.14), there will be significant changes in |h(t, f)| with t when

2πfD
max∆t ≥ π/2 ⇒ ∆t ≥ 1

4∆fD
max

= Tc. (2.15)

In practical systems, Tc is of the order of milliseconds to few seconds in indoor environ-
ments due the movement of people [Keshavarzian et al., 2007]. This means that it usually
exceeds multiple frame transmission times. It is called coherence time of the channel. If
the time that takes transmitting s(t) is lower than Tc, the channel can be considered time-
invariant.

The channel response also depends on the location of the TX and the RX. Therefore, we
can write the channel response as a function of both spatial dependencies, along with time
and frequency: h(rR, rT , t, f).

h(rR, rT , t, τ) =
∑

i

ai(rR, rT , t)δ(τ − τi(rR, rT , t)) (2.16)

h(rR, rT , t, f) =
∑

i

ai(rR, rT , t) exp(−j2πfτi(rR, rT , t)) (2.17)

The coherence distance of the channel is defined at both the TX and the RX side. The
coherence distance at the TX side, Dc,T , is defined as the maximum spatial displacement,
∆rT , so |h(rT )| ≈ |h(rT +∆rT )|. In the same way, the coherence distance at the RX side,
Dc,R, is defined as the maximum spatial displacement, ∆rR, so |h(rR)| ≈ |h(rR +∆rR)|.
Typically, if ∆r < λ/2, the channel is spatially invariant, where λ is the wavelength that
corresponds to the maximum frequency of s(t).

As an example, Figure 2.4 depicts several channel measures where these three depen-
dencies are appreciable. We assume a fixed TX position, fixed rT , and four different RX
positions. We have 11 curves for each RX position.

First, it is appreciable that the curves do not follow the same trend, which means that the
separation between the receive antennas is larger than the coherence distance. One can also
notice that the curves vary in frequency, some vary more than others. This fact reflects that
the coherence bandwidth gets higher with the flatness of these curves. Finally, the variations
in time is negligible. The 11 curves are almost perfectly overlapping, thus the channel can
be considered static with Tc higher than the transmission duration.

Hereafter, for the sake of notation simplicity, we will consider a single spatial depending,
r, where r can denote the TX location of a fixed RX location and vice versa.

2.1.2 Stochastic modeling

A complete deterministic characterization of wireless channels is infeasible due to their com-
plexity. Even if such a characterization were possible, it would only apply to a specific
environment, whereas wireless systems need to be designed for a wide variety of operat-
ing conditions. This motivates stochastic characterizations, which consider the channel as a
wide-sense stationary (WSS) random process
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Figure 2.4: Multipath propagation causing fading in time, frequency and space.

h(r, t, f) =
∑

i

ai(r, t) exp(−j2πfτi(r, t)) (2.18)

where ai and τi are stochastic processes in r and t.
A statistical description of the channel is given by the correlation functions in space, time

and frequency

Rh(∆r, t0, f0) = E{h(r, t0, f0)h∗(r−∆r, t0, f0)} (2.19)

Rh(r0,∆t, f0) = E{h(r0, t, f0)h∗(r0, t−∆t, f0)} (2.20)

Rh(r0, t0,∆f) = E{h(r0, t0, f)h∗(r0, t0, f −∆f)} (2.21)

These ACFs, defined for the channel as a function of space, time, and frequency, allow
calculating the corresponding coherence parameters: Dc, Tc and Bc, respectively. They are
defined as the width for which the corresponding ACF is above a certain level. Remember
that ∆r can denote RX displacement for a fixed rT or TX displacement for a fixed rR. Then,
Rh(∆r) can be the spatial correlation function at the RX or at the TX. Accordingly, we
distinguish between coherence distance at the RX, DcR, and at the TX, DcT .

Table 2.1 shows the corresponding power density spectrums.
They are the Doppler PSD, or Doppler Spectrum, the delay PSD, or Power Delay Profile

(PDP), and the wavenumber PSD, or wavenumber spectrum.
The width of these PSD functions provide insight into the coherence of a channel. As the

PSD widens, its autocorrelation becomes narrower and coherence decreases. The most com-
mon parameter of the PSD width is the root-mean-square (RMS) width. It is the normalized
second centered moment of the corresponding spectrum.

The RMS delay spread is
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Figure 2.5: Stochastic definition of coherence distance, Dc, coherence time, Tc, and coher-
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Autocorrelation Power spectral densities (PSDs)

Rh(∆r) =
1

2π

∫ ∞

−∞

Sh(k) exp(jk∆r)dk Sh(k) =

∫ ∞

−∞

Rh(∆r) exp(−jk∆r)d∆r

Rh(∆t) =
1

2π

∫ ∞

−∞

Sh(ω) exp(jω∆t)dω Sh(ω) =

∫ ∞

−∞

Rh(∆t) exp(−jω∆t)d∆t

Rh(∆f) =
1

2π

∫ ∞

−∞

Sh(τ) exp(−j2πτ∆f)dτ Sh(τ) =

∫ ∞

−∞

Rh(∆f) exp(j2πτ∆f)d∆f

Table 2.1: Relevant autocorrelation-spectrum relationships.

στ = τ2 − (τ)2 , where τn =

∫ +∞

−∞
τnSh(τ)dτ

∫ +∞

−∞
Sh(τ)dτ

. (2.22)

A larger delay spread implies increased frequency selectivity and a smaller coherence
bandwidth. Many wireless engineers calculate the coherence bandwidth using the rule of
thumb, Bc ≈ 1

5στ
.

The RMS Doppler spread is

σω = ω2 − (ω)2 , where ωn =

∫ +∞

−∞
ωnSh(ω)dω

∫ +∞

−∞
Sh(ω)dω

. (2.23)

An increased Doppler spread implies a channel with faster temporal fluctuations and a
smaller coherence time. Tc is inversely proportional to σω.
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2.1.3 Rayleigh and Rician channels

In practise, it is difficult to model ai and τi as stochastic processes. Many times, ai and τi
are modeled just as random variables with a certain distribution. Therefore

h(f) =
∑

i

ai exp(−j2πfτi) (2.24)

In these models we lose information about temporal and spatial correlation of h.
Let consider the modulus of the channel response at f = fc +∆f

|h(fc +∆f)| =
∣
∣
∣
∣
∣

N∑

i

ai exp(−jφi)

∣
∣
∣
∣
∣
, (2.25)

where φi = 2π(fc + ∆f)τi. The channel behaves as a Rayleigh fading channel when the
following three conditions are fulfilled

1. There exist a large number of multipath components, N ≫.

2. φi = 2π (fc +∆f) τi = 2π (λc +∆λ) di ∼ U(0, 2π), and they are independent, where
λc = c/fc is the wavelength of the carrier frequency.

Since di ≫ λc, small (random) changes in di produces high fluctuations in φi so φi can
be modeled as a uniform distributed random phase.

3. There is not a dominant ai.

On the basis of the central limit theorem [Papoulis and Pillai, 2002]

h(fc +∆f) =
N∑

i

ai exp(−jφi) ∼ CN (0, σ2), σ2 =
∑

i

a2i (2.26)

Therefore, the envelope of the channel frequency response will be Rayleigh distributed.
If there is a LOS component i = 0,

|h (fc +∆f)| =

∣
∣
∣
∣
∣
∣

a0 +
∑

i 6=0

ai exp(−j(φi − φ0))

∣
∣
∣
∣
∣
∣

. (2.27)

Since

a0 +
∑

i 6=0

ai exp(−j(φi − φ0)) ∼ CN (a0, σ
2), σ2 =

∑

i 6=0

a2i , (2.28)

|h| will be Rician distributed with Rician factor given by

K =
a20
σ2

. (2.29)

In (2.29), when K = 0, we have a Rayleigh fading channel. On other hand, if K = ∞, we
have a free space channel.

Under condition 2, the frequency ACF will be

Rh(∆f) = E [h(fc)h
∗(fc −∆f)] =

∑

i

a2i exp(−j2π∆fτi). (2.30)
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Then, from Table 2.1, the PDP can be expressed as

Sh(τ) =
∑

i

a2i δ (τ − τi) , (2.31)

and (2.22), the delay spread will be

στ =

∑

i a
2
i τi −

(∑

i a
2
i τi

)2

∑

i a
2
i

. (2.32)

In the LOS case, the mean of the envelope is E [|h(fc +∆f)|] = a0, ∀ ∆f . The au-
tocovariance Ch(∆f) = Rh(∆f) − a20 where, Rh(∆f) is the one in (2.30) without the term
i = 0.

2.1.4 Complex-Baseband Equivalent Channel

Up to now, we have modeled the bandpass channel. In (2.4), s(t) is a bandpass signal centered
in fc, with a bandwidth of 2B. Therefore, r(t) also results a bandpass signal.

Let sb(t) and rb(t) be their baseband equivalent representations. The relation between
the baseband and bandpass representations in the frequency domain is given by

Sb(f) =

{
S (f + fc) , −B ≤ f ≤ B
0 otherwise

, (2.33)

whilst in the temporal domain is

s(t) = Re{sb(t) exp (j2πfct)}. (2.34)

These relationships also apply to r(t).
Then, the baseband input/output relationship is given by

rb(t) = sb(t) ∗ hb(τ) (2.35)

rb(f) =
1

2
sb(f)hb(f), (2.36)

where hb(τ) is the equivalent baseband representation of h(τ), centered in fc

hb(f) = h(f + fc), −B ≤ f ≤ B. (2.37)

Outside this frequency band, it does not matter how hb(f) behaves, since sb(t) is a base-
band signal of bandwidth B.

Therefore, the bandpass/baseband relationship of the multipath channel model will be

h(f) =
∑

i

ai exp(−j2πfτi) ⇒ hb(f) =
∑

i

exp(−j2πfτi)ai exp(−j2πfcτi). (2.38)

The baseband representation can be written as

hb(f) =
∑

i

aci exp(−j2πfτi), aci = ai exp(−j2πfτi). (2.39)
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Figure 2.6: Baseband equivalent MIMO channel.

Finally, the impulse channel response of the baseband equivalent channel will be given by
the inverse Fourier Transform of (2.39)

hb(τ) =
∑

i

aciδ(τ − τi) (2.40)

As can be seen, the difference with respect to the bandpass representation is the aci
complex term, instead of ai. What has been found out so far for the bandpass, also apply to
the equivalent baseband.

Hereafter we will consider the baseband representation. For the sake of notation simplicity.
We will omit the subscript b, so, h will denote the baseband equivalent channel and, similarly,
s(t) and r(t) will denote baseband equivalent signals.

2.2 Multi-antenna wireless channel

Usually, a MIMO channel is represented as a matrix with nR rows and nT columns, being nR

and nT the number of TX and RX antennas, respectively. Each entry corresponds to a SISO
channel modeled as described in Section 2.1. In general, they vary with time and frequency,
being dependent on TX-RX antenna positions, (rjR, r

i
T ), where j = 1 . . . nR and i = 1, . . . , nT .

Then, the MIMO channel matrix can be written as

H(t, f) =









h(r1R, r
1
T , t, f) h(r1R, r

2
T , t, f) · · · h(r1R, r

nT

T , t, f)

h(r2R, r
1
T , t, f) h(r2R, r

2
T , t, f) · · · h(r2R, r

nT

T , t, f)
...

...
. . .

...
h(rnR

R , r1T , t, f) h(rnR

R , r2T , t, f) · · · h(rnR

R , rnR

T , t, f)









(2.41)

In Figure 2.6, the conventional MIMO scheme is depicted, where si(t) is the signal trans-
mitted by the i-th TX antenna and rj(t) is the signal received by the j-th RX antenna.

In (2.41) we introduce the concept of spatially sampled channels. Space variables rR and
rT are sampled at the locations of the nR receive and nT TX antennas. The channel between
TX antenna i and RX antenna j can be denoted as

h(rjR, r
i
T , t, f) ≡ hji(t, f) (2.42)
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If the channel response is time invariant, or the duration of the transmit frame is less than
Tc, for all TX-RX antenna pairs, the channel matrix is only frequency dependent, H(f). On
the other hand, if the channel response is frequency flat, or the transmit signal bandwidth
is less than the channel coherence bandwidth (B < Bc) for all TX-RX antenna pairs, the
channel response will be constant with frequency, H(t). If the channel is time and frequency
invariant, H will be a conventional matrix with scalar entries.

In this case the signal model will be

r(t) = Hs(t) + n(t), (2.43)

where s(t) = [s1(t) . . . snT
(t)]T , r(t) = [r1(t) . . . rnR

(t)]T and n(t) = [n1(t) . . . nnR
(t)]T

comprises the baseband equivalent noise processes at the RX branches.
The i.i.d. Rayleigh fading stochastic channel is the most common channel model for

MIMO systems. In this case, according to (2.26),

H ∼ CN
(
0, σ2I

)
(2.44)

Hereafter, this channel model will be denoted by Hw.

2.2.1 Spatial correlation

In MIMO systems, the spatial correlation properties of the channel are of paramount impor-
tance in their performance. In general, the spatial correlation matrix of the MIMO channel
is defined as the following nTnR × nTnR matrix

R = E
[
HHH

]
. (2.45)

The channel is said spatially white or spatially uncorrelated if R is diagonal. This is the
case of MIMO systems where the TX and RX antennas are placed far from each other, with
respect to DcT and DcR, and there are not mutual coupling effects.

In general, for a given TX antenna i, there will be a receive spatial correlation matrix

Ri
R = E

[

hi
R

(
hi
R

)H
]

, hi
R = [h1i, h2i, . . . , hnR,i]

T (2.46)

Similarly, for a given RX antenna j, there will be a transmit spatial correlation matrix

Rj
T = E

[

hj
T

(

hj
T

)H
]

, hj
T = [hj,1, hj,2, . . . , hj,nT

]T (2.47)

Note that all entries of the transmit and receive correlation matrices are in R.
If the receive correlation matrices are identical for all transmit antennas, and the transmit

correlation matrices are identical for all receive antennas, i.e.

Ri
R = RR,∀i (2.48)

Rj
T = RT ,∀j, (2.49)

then

R = RT ⊗RR, (2.50)
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where ⊗ denotes Kronecker product. This is the so-called Kronecker model for the spatial
correlation in MIMO channel [Kermoal et al., 2002]. The Kronecker model has gained many
supporters and also detractors [Weichselberger et al., 2006]. The model has been proven to
be accurate enough for indoor scenarios.

Realizations of a spatially correlated MIMO Rayleigh channel can be obtained from

vec (H) = R1/2Hw. (2.51)

Moreover, assuming the Kronecker model

H = R
1/2
R HwR

1/2
T . (2.52)

For a Rician channel, the MIMO channel matrix, H can be split in two parts H =
Hd+Hs, where Hs coincides with H in (2.51), and Hd is the deterministic component (LOS
component).

The Rician K-factor plays an important role in wireless communication and determines
the type of fading environment. It is essentially the ratio between the power in the estimated
LOS component and the power in all the other components. In principle, the Rician factor
can be associated with each of the TX/RX antenna elements. However, in practice, people
assume a certain K-factor for the channel. The channel matrix can be calculated from the
Rician factor as

H =

√

K

K + 1
Hd +

√

1

K + 1
Hs. (2.53)

2.3 Indoor channel characterization

Indoor radio propagation is characterized by the same propagation mechanisms as outdoor
propagation. But the situation is more complex for indoor environments, where numerous
objects may act as scatterers close to the antennas. The smaller distances may lead to
smaller delay dispersions, dense multipath propagation with a higher number of multipath
components.

Channel distribution

Analysis of SISO channels corroborates that the magnitude (envelope) of the channel response
is often well described by a complex normal distribution [Svantesson and Wallace, 2002]: Ri-
cian for LOS environments, and Rayleigh for NLOS environments. Also, the phase can be
well approximated with a uniform distribution. These assumptions can be also applied to
MIMO channels.

In indoor channels, from different measurement campaigns, the typical
values of the Ricean K-factor result ≈ 8 dB [Svantesson and Wallace, 2002,
Jagannatham and Erceg, 2004].

Temporal variations of the channel

Indoor experiments have shown that the channel is WSS, only if data is collected over short
intervals of time [Bultitude, 1987, Bultitude et al., 1988]. Typical coherence time values are
on the order of few seconds, which is reasonable for residential buildings or office environments
in which one does not expect a large degree of movement [Hashemi, 1993b].
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Delay spread

In indoor environments, the RMS delay spread, στ values are typically between 10 and 50 ns,
with a mean value in the 20−30 ns range [Hashemi, 1993a]. The RMS delay spread typically
increases with distance [Tse and Viswanath, 2005]. This increase is due to the fact that at
larger distances, multipath with large delays have strengths comparable to the LOS path,
contributing to στ .

Correlation properties of MIMO channels

For isotropic Rayleigh fading, where the multipath components reaches the RX from all an-
gles equiprobably, the coherence distance, DcR ≈ 0.1λc, where λc is the wavelength of fc.
In practice, several factors determine the degree of spatial correlation, such as array element
spacing [Lee, 1982], transmitter-receiver separation [Kyritsi et al., 2003], etc. Spatial corre-
lation and coherence distance also depend on fc and the signal bandwidth, B, as described
in [Malik, 2008].

Measurements corroborate [Svantesson and Wallace, 2002] that the NLOS part should
exhibits a low Dc since there are many multipath contributions that change rapidly with
distance [Jagannatham and Erceg, 2004]. For the LOS positions, a longer coherence distance
is expected since there exist a stable LOS component.

2.4 Conclusions

Throughout this chapter, we have reviewed the modeling principles of wireless multipath SISO
channels. Both the deterministic and the stochastic modeling were described. We defined
parameters such as delay spread, and channel coherence as function of antenna location,
time and frequency. The deterministic approach has been generalized for random channel
variations by stochastic modeling. Popular channel models as Rayleigh and Rician were
described as particular cases of multipath channels. The extension to MIMO channels has
been also described, highlighting the differences with respect to SISO. Among MIMO channel
features, we have highlighted the spatial correlation properties and their characterization.
Finally, we have briefly summarized the values of some channel model parameters obtained
from measurement campaigns in indoor environments.



Chapter3
MIMO testbedding

The proper development and testing of multiple-input multiple-output (MIMO) systems lie
in a detailed channel knowledge. As stated in Chapter 2, multipath propagation in indoor
environments may be modeled theoretically, in a deterministic or stochastic way. These
models can truly reflect real propagation, but still lack of experimental work to support
and complement the channel modeling process [Almers et al., 2007]. Because of this, the
assessment of MIMO devices in real indoor channels is of paramount importance. To that
end, the acquisition of equipment for evaluating devices and MIMO techniques under real
conditions is the starting point of experimental evaluation and characterization.

In the past years, MIMO wireless testbeds and prototypes have received much inter-
est from research community [Caban et al., 2006, i. Fábregas et al., 2006, Vielva et al., 2010,
Garćıa-Naya et al., 2010]. A MIMO testbed is specially suitable for research and educational
purposes since allows carrying out multiple MIMO tests and measurements in a simple way.
They usually serve as a intermediate testing of final products, aiming at evaluating different
components separately. Their flexibility allow themselves to fulfill the requirements of most
of the current wireless standards.

The need to assess wireless devices or algorithms, whether they are related or not test
them under real channels, led us to acquire a commercial MIMO testbed. The Advanced
Signal Processing Group (GTAS in spanish) testbed does not represent a novelty in MIMO
context, but its novelty lies in the flexibility and the multifunctionality it can offer. At first
it was thought to serve as a solution for evaluating MIMO algorithms over real channels.
Then, as soon as its capabilities were discovered, new algorithms and functionalities have
been developed and implemented. This fact and the expense it entailed become an incentive
to make the most of it for our research purposes.

The testbed has been fitted with a remote control software based on web services (WS).
Hence, all these functionalities are accessible in a remote manner from any place with internet
connection, being its use opened to any research group. This fact has turned out to be a
significant improvement and it is considered in this chapter as one of the main achievements
regarding this MIMO testbed development.

As an example of its utilization, a methodology for measuring MIMO channels within
the European Union funded project: Advanced MIMO systems for maximum reliability and
performance (MIMAX) (FP7/2007-2013 no 213952) [MIMAX, 2008], is presented.

This chapter is organized as follows: Section 3.1 presents the different questions that come
up when deciding to deal with practical equipments, mainly focusing on testbeds, and their
features and applications. In Section 3.2 we review the state of the art in MIMO testbedding.
In Section 3.3 we detail the structure and properties of the nodes acquired from Lyrtech.
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Section 3.4 highlights the GTAS testbed, built from Lyrtech nodes and provided with an
interface. The web-based remote control interface is presented in Section 3.5, which allows
making the most of the testbed when carrying out experiments. The procedure for controlling
the testbed from a remote control PC is detailed in Section 3.6. Section 3.7 focuses on real-
time processing within GTAS testbed. A basic example combining all the ideas presented
so far is summarized in Section 3.8. In Section 3.9 we present, as an example, a MIMO
channel measurement technique that was implemented on the GTAS MIMO testbed, as part
of MIMAX project. Finally, in Section 3.10, the main conclusions are put forward.

3.1 Prototyping for MIMO systems: MIMO testbeds

The implementation of wireless communications systems for testing and prototyping purpose
can be divided into three groups [Naya, 2010, Burg and Rupp, 2004, Mehlführer et al., 2006].
First, the so-called demonstrators, which are utilized to show specific technologies to prospec-
tive customers. Because of this, they are not meant to be flexible and scalable but they require
little time for their design and implementation. The second group is formed by prototypes.
A prototype is a first full-scale and usually functional realization of a research concept. It
often constitutes a preliminary stage where the system is debugged and subsequently imple-
mented as a consumer product. Finally, the third group includes testbeds. A testbed provides
convenient means for assessing theoretical findings through practical implementations and
measurements, offering real-time transmission capabilities.

There exist many aspects to be considered when facing up with this kind of hardware for
testing MIMO systems:

• Type of environment which the system is intended for : indoor or outdoors, stationary
or dynamic.

• Wireless standard (if any is considered), which entails a carrier frequency, fc, band-
width, B, and modulation.

• Operational basis: real-time or offline, burst-like or continuous processing.

• Level of implementation: measurement device, demonstrator, prototype, commercial
product.

• Hardware (software radio platform): digital signal processing (DSP) boards, field pro-
grammable gate arrays (FPGAs), application-specific integrated circuits (ASICs), etc.

• Number of antennas at both transmission and reception: nT and nR respectively.

• Feedback : available at the transmitter (TX) or not.

• Type of scenario: single-user or multiuser.

• Unidirectional or bidirectional data traffic: simplex, semiduplex or full duplex.

From now on all we will refer to testbeds and their features in the MIMO context. Based
on the presented testbed concept, a wireless MIMO testbed is able to operate in two well-
differentiated modes:

The first mode is the so-called offline mode, where preprocessed digital data (signals)
are transmitted from memory, and received data is stored into memory. This mode is es-
pecially reasonable for algorithm testing on logged real data and also for system debugging
purposes. Nevertheless, this mode is a rather convenient starting point for development and
is a favorable way to analyze nonidealities like radiofrequency (RF) impairments (see Section
3.3.2).
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In the second mode, the so-called real-time mode (online mode), the whole processing is
performed in real-time, so it will allow us, as an example, to study the system behavior in
multiuser scenarios where cooperation among multiple users require real-time processing.

The sum of real-time capabilities, along with the subsequent offline processing, make a
testbed a very powerful method for evaluating algorithms using realistic over-the-air (OTA)
transmissions. It is particularly easy to measure the relative difference between two types of
receivers because:

• The same stored receive data can be evaluated, thus making the comparison fair.

• Debugging is also made easier, because the received data remains equal.

• Low number of required channel realizations.

Both types of testbed have their pros and cons. Depending on the research goal, a real-
time or an offline testbed might be better suited. For instance, it is easier and faster to
evaluate the performance of new detection algorithms or to compare between different syn-
chronization methods on an offline testbed. On the other hand, a real-time testbed is better
suited for the evaluation of MIMO multi-user scenarios including wireless feedback links. An
offline testbed would probably be too slow and the acquired channel state information would
already be outdated before they are actually used. Also, live demonstrations, as for instance
video streaming, are only possible on a real-time testbed. However, most of the times these
modes are combined. Some parts of the TX or the receiver (RX) are implemented in real-time
while others are developed offline.

3.1.1 MIMO Testbed Requirements

The decision of whether or not to acquire a MIMO testbed arises from two questions:

• Why is a testbed needed and how can the associated expenditure of time, money, and
resources be justified?

• What elements and components are needed to make the testbed and the subsequent
research successful?

The design and development of a testbed is guided by a number of parameters derived
from the specific research goal and the available funding. While the research goal itself
may range from simple transmit/receive experiments to more complex implementation of
algorithms, other parameters such as desired performance, cost, configurability, mobility and
development time, are equally relevant. Testbeds are often used to check if a new algorithm,
the physical layer of a communications standard, or even a complete standard system that
has been proven useful by simulations, is also valid in realistic wireless scenarios (indoor,
outdoor or a combination of both). Also, this real hardware presents certain particularities
that must be taken into account when performing these evaluations.

As shown in Figure 3.1, testbed hardware components can be classified in four groups, ac-
cording to their functionality: host personal computer (PC), digital processing units (DPUs),
digital-to-analog and analog-to-digital conversion (DAC/ADC) stages and the RF analog
front-end (AFE or RFFE). The PC is where we allocate one or more boards containing the
digital section of the testbed hardware and the hard disk arrays for data storage, graphics
processing units to speed up signal processing operations, etc. The DPUs includes the digital
hardware components, e.g. non general purpose processors such as DSPs or FPGAs. In
the DAC/ADC stages, the conversion between the digital and the analog domain and vice
versa, is performed. Finally, the AFE up/down converts to the carrier frequency, fc, or to
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Figure 3.1: Block diagram of testbed hardware components including DSPs, FPGAs,
DAC/ADC stages, and RF transceivers.

baseband (BB), the signals that come from the digital or the ones that are sent through the
air, respectively.

With this basic configuration at the TX side, it is possible to send samples coming directly
from the main bus, convert them into the analog domain using the DACs and up convert
them to the desired carrier RF using the AFE. At the RX side, the signals are down converted
by the AFE, converted to the digital domain by the ADCs, and then sent to the host through
the main bus.

Not so long ago, testbeds had to be created ’from scratch’ for supporting the develop-
ment of a specific wireless transceiver. Then, the building process required large budgets
for paying the combined work of electronic designers, RF engineers and software developers
[Caban et al., 2006]. Ad-hoc solutions require time, money and manpower along with and
test equipment for the RF hardware.

At present, the situation has changed drastically since generic testbeds can be made up
faster and cheaper than ever, thanks to the use of commercial off-the-shelf (COTS) modules,
that can be combined to create systems compliant with almost any wireless transceiver spec-
ification. Moreover, software development to handle such modules is not a tough task with
the help of rapid prototyping software tools. Nevertheless, setting up a testbed for wireless
MIMO measurements can not still be considered a straightforward task.

Testbeds present the following advantages from the wireless communications research
point of view:

• Flexibility. Testbed hardware is often meant to be used for offline processing since,
apparently, only the signals are sent and acquired through the air. This is by far not
true, even thought they are equipped with DSPs/FPGAs that are in charge of signaling
control, interface, or even real-time processing (if it is required).

• Modularity. The minimum modularity that a testbed should have is the separation
between the DPUs, DAC/ADC stages, and the AFE. Anyway, the digital hardware can
be split into different modules. For the RF section it is possible to find custom ad hoc
solutions or commercial products, allowing operation at/in different bands.

• Scalability. When developing ad-hoc MIMO testbeds, one can start testing the system
with a reduced number of antennas. In a later step, the testbed is scaled to support a
greater number of antennas, thus only requiring more hardware instead of replacing it
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entirely. All the evolutions should be carried out from the existing hardware, minimizing
the new hardware needs and making use of acquired know-how.

3.1.2 COTS Modules

COTS Modules [Naya, 2010] enable rapid algorithm development from conception to hard-
ware implementation and testing. Concretely, the advantage of using these modules is that
they are prefabricated and tested and can be connected together easily to form an entire
system. In addition they can operate over a large range of frequencies, rates, etc., providing
the testbed with a lot of flexibility. The GTAS MIMO testbed was designed on the basis
of COTS modules due to the lack of previous experience in building similar solutions; time,
money and manpower required for an ad-hoc solution; and the lack of test equipment required
for the RF hardware.

Among the testbeds reported in the literature some are designed on the basis
of COTS modules found in the market. Some companies selling COTS modules
are Ettus [Ettus, 2013], GE Fanuc [GE, 2013], Hunt Engineering [HUNT, 2012], In-
novative Integration [Innovative, 2013], Lyrtech (Nutaq) [Nutaq, 2012], National Instru-
ments [National Instruments, 2012], Pentek [Pentek, 2013], and Sundance Multiprocessor
[Sundance, 2013]. Some of these are focused on real-time hardware (e.g. Nallatech), whilst
some offer an extreme modular solution in which even the digital section is divided into differ-
ent modules containing distinct hardware elements (e.g. Nallatech or Sundance). Companies
such as Sundance or Nutaq offer both BB modules as well as RF front-ends.

3.1.3 Testbed applications

Although testbeds are primarily meant for testing devices or techniques over real channels,
they can be used in a great variety of situations and environments. In general, the following
applications stand out.

Real-Time Development

A methodology development process, from simulations executed offline to real-time im-
plementations, involves a complete understanding of the problem as well as deep knowl-
edge of the hardware. One proposed methodology is the so-called rapid prototyping
[Kaiser et al., 2004, Mehlführer et al., 2006]. The testbed can be used to explore the per-
formance impact of a specific functionality in a real-time system without requiring the avail-
ability of the real-time implementation. For example, it can be used to evaluate the impact
on the system throughput of a new channel estimator or a new channel code. In short, the
flexibility provided by the testbed is utilized to speed up the implementation of real-time
prototypes as well as to improve the techniques used to test them.

Educational Environments

Society demands access to high capacity wireless communications and to the services that can
be provided on top of them. To satisfy these demands, engineers are constantly developing
new technologies. The student has to be familiar not only with the basic theory and tech-
niques, but also with those of the more advanced techniques that provide a more profound
insight. Usually, testbeds are being developed at public research groups that often belong to
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different universities. A MIMO testbed hosted by an academic institution should be obvi-
ously of educational value in order to inspire scientific novices, foster teamwork, and improve
communication skills. The overall goal is the development of flexible and modular MIMO
testbeds satisfying the following major needs: offline/online implementations, easy-to-use
interfaces.

There exist several contributions emphasizing the benefits of a tool like a testbed for
education [Rao et al., 2004]. As an example, in [Vielva et al., 2010], the GTAS group show
how to build a web platform for learning advanced digital communications, which is described
in Section 3.4.

3.2 Testbeds review

In recent times, many researchers have been working on their own MIMO hardware equip-
ment to test new techniques and algorithms. This equipment be classified into two main
groups. The first group comprises MIMO testbeds for implementing any standard or specifi-
cation, while the second group can be considered as general-purpose. Examples of testbeds of
the first type are the narrowband MIMO prototype in [Wolniansky et al., 1998], the MIMO
WCDMA for 3G telephone systems in [Adjoudani et al., 2003], a MIMO 3G prototype for
high-speed downlink packet access reception [Garrett et al., 2004], or a MIMO orthogonal fre-
quency domain multiplexing (OFDM) testbed for 4G telephone systems developed by ETRI
[Won et al., 2003]. This kind of platforms usually exhibits good technical characteristics but
they are extremely expensive and barely flexible.

The MIMO testbed presented in this chapter belongs to the second group. Other
examples of this type of platforms can be found in [Nieto et al., 2006, Caban et al., 2006,
Wallace et al., 2004, Aschbacher et al., 2004, Borkowski et al., 2006, Morawski et al., 2003,
Murphy et al., 2003, i. Fábregas et al., 2006, Lang et al., 2004, Chiurtu et al., 2005,
Weijun Zhu, 2005]. These MIMO platforms can be compared with each other accord-
ing to several performance measures

• Number of transmit/receive antennas: 2 × 2 [Bialkowski et al., 2007,
i. Fábregas et al., 2006], 4 × 4 [Caban et al., 2006, Azami et al., 2008,
Nieto et al., 2006][Wallace et al., 2004, Borkowski et al., 2006,
Morawski et al., 2003][Weijun Zhu, 2005].

• Carrier frequency: 2.4GHz band [Caban et al., 2006, Wallace et al., 2004,
Morawski et al., 2003] [Murphy et al., 2003, Chiurtu et al., 2005,
Weijun Zhu, 2005][Azami et al., 2008], 5GHz band [Nieto et al., 2006,
Borkowski et al., 2006, i. Fábregas et al., 2006, Lang et al., 2004].

• Bandwidth: 20MHz [Caban et al., 2006, Dowle et al., 2006,
i. Fábregas et al., 2006][Wilzeck et al., 2006, Weijun Zhu, 2005,
Garcia-Naya et al., 2007], 40MHz [Nieto et al., 2006].

• Memory storage capacity and speed: If only the transmission is performed in
real-time, both the available memory amount and the access speed constitute the main
limitation for the experiments to be carried out with a testbed.

• Real-time units: DSPs [Wallace et al., 2004, Weijun Zhu, 2005] or field
programmable gate arrays (FPGAs) [Nieto et al., 2006, Caban et al., 2006,
Murphy et al., 2003, Chiurtu et al., 2005, Weijun Zhu, 2005] implementations.
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• Transfer speed between the processing, storage, generation and acquisition
units: resolution varying from 12 [Wallace et al., 2004] to 16 bits, [Nieto et al., 2006,
Lang et al., 2004, Wilzeck et al., 2006], and speeds up to 500MS/s.

3.2.1 Future of the Testbeds

Nowadays, one of the main drawbacks of MIMO testbedding is the lack of flexible and tunable
RF front-ends, hence limiting the flexibility of testbeds. Although recently new products
have released in the market, they are constrained to the ISM bands and are not highly linear
devices. What is more, the digital processing units of the testbeds are still very expensive
and even unaffordable for small research groups. Investing more than 50K in hardware along
with the costs of test equipment, e.g. oscilloscopes, spectrum analyzers, etc., becomes a
luxury that only a few could attain. That is without counting the required engineers skilled
enough to successfully set up the testbed. After all these expenses, valuable results must be
published with the testbed and, therefore, justify the investment.

With the advent of GNU Radio [GNU Radio, 2012], a revolution in the software-defined
radio technologies (SDR) is foreseen that it will greatly reduce development costs in terms of
hardware, money and manpower. GNU Radio is a free and open software toolkit for the de-
velopment of software-defined radio systems (e.g. testbeds). It provides the signal processing
blocks for implementing reconfigurable software radios using the Universal Software Radio
Peripheral (USRP). The USRP (and its successor, the USRP2) is a low-cost external device
manufactured by Ettus Research LLC [Ettus, 2013] and containing the digital hardware as
well as pluggable RF front-ends named daughterboards. The available set of daughterboards
covers a wide range of RF bands (from 50MHz to 2.9GHz, and from 4.9GHz to 5.85GHz).

The MIMO capabilities of the URSP are very limited in the number of TX and RX
antennas as well as in the maximum available bandwidth (8MHz) shared among all TX/RX
antennas). Currently, the USRP2 extends this bandwidth to 25MHz. Moreover, multiple
USRP2 systems can be connected together to form fully coherent multiple antenna systems
for MIMO with as many as 8 antennas.

3.3 Lyrtech MIMO nodes

In 2008, the GTAS group decided to buy one MIMO node from Lyrtech, which are built
taking advantage of the latest rapid prototyping technologies, and they are designed on the
basis of COTS modules.

Each node has semi-duplex communication capabilities. It is equipped with a pair of
transmit/receive VHS-BB boards, which integrate the DPUs and the DACs/ADCs; and an
AFE, which performs the up/down conversion to BB. In Figure 3.2 we show the block diagram
of one Lyrtech node. It is capable of targeting both the 2.4GHz and 5GHz industrial,
scientific and medical (ISM) bands, being able to transmit and receive complex BB data
samples on up to 4 antennas. These nodes are intended for wideband applications, such as
OFDM, supporting up to 40MHz bandpass channel bandwidth (20MHz at BB).

This testing equipment makes use of FPGA technology for fast processing of the BB
signals. Each VHS-BB board consist of a FPGA and a synchronous dynamic random access
memory (SDRAM). The FPGA in the transmit side is interfaced with a DAC board made
up of eight 14 bit DACs. The FPGA at the receiver is interfaced with an ADC board made
up of eight 14 bit ADCs.

However, Lyrtech nodes present certain limitations:
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Figure 3.2: Block diagram of a Lyrtech node.

• Number of transceivers, limited to 4 per node (possible up to 8).

• Acquisition/transmission clock source limited to 52 and 104MHz. However, interpola-
tion and decimation can be performed within the FPGA (see Section 3.7), or an external
clock can be used.

• The SDRAM rate is limited to 450MBps = 225MS/s. Hence, the node is able to sample
simultaneously eight channels at 26MS/s.

So far, we have described the general node features. From now on, we detail the different
parts of the node as well as their characteristics. Each node consist of three well-distinguished
parts:

3.3.1 VHS BB boards

The VHS BB boards were fabricated by Lyrtech, and are mounted on a 3U or 6U Eurocard-
based industrial computer via a compact peripheral component interconnect (cPCI) interface.
They are connected through a passive PCI backplane. Each testbed node has its own playback
module (VHS-DAC board) and recording module (VHS-ADC board), consisting of Xilinx
Virtex IV FPGAs for real-time processing (Xilinx Virtex IV XC4VSX55-10 FF1148). FPGAs
are increasingly used in real- time signal processing since they offer very high performance
(parallel processing). Each board has 8 channels and they can be upgraded to 16 channels
by adding an optional add-on module. The boards provide internal clock and also offer the
possibility of using an external clock.

The VHS-DAC board (see Figure 3.3) has 8 synchronous DACs (DAC5687) with a pro-
grammable sampling frequency fs ≤ 120MS/s. The internal clock can work at 52MHz or at
104MHz. The DACs have 14 bit resolution and and output range of −0.632V to +0.632V.
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Figure 3.3: Lyrtech Virtex IV-based BB boards. Left: VHS-DAC board, right: VHS-ADC
board.

Their gain can be programmable with 24 dB range. It consists of a 128MByte on-board
SDRAM for data recording with a bandwidth of 450Mbytes/s (225Msps).

The VHS-ADC board (see Figure 3.3) has 8 synchronous ADCs (AD9767) with a pro-
grammable sampling frequency 30Msps ≤ fs ≤ 105MS/s. The internal clock can work at
52MHz or at 104MHz. A maximum sampling rate of 105Msps is guaranteed (14 bit res-
olution) and the input range is −1.2V to +1.2V. Their gain cannot be programmable.
It also consists of a 128MByte on-board SDRAM for data recording with a bandwidth of
450Mbytes/s (225Msps).

3.3.2 Analog Front End (AFE)

The BB boards are the interfacing components between the analog and the digital domain.
Each testbed node consists of an AFE fabricated by Comlab [Comlab, 2013] (known as Quad
Dual Band RF Transceiver) which can be connected (controlled) from one of the VHS-BB
boards.

The AFE, depicted in Figure 3.4, consists of four independent receive/transmit channels
with an adjustable output power from −9 dBm to 21 dBm (@ 1dB compression). The RF
bandwidth is 40MHz and it can radiate among the ranges fc ǫ [2.4, 2.5]∪ [4.9, 5.875] GHz. It
is entirely based on the MAX2829 single chip RF transceiver [MAX2828/MAX2829, 2013],
which has been designed specifically for OFDM 802.11 WLAN applications (see block dia-
gram in Figure 3.5). The MAX2829 integrates all the circuitry required to implement the
RF transceiver function, providing a fully integrated receive path, transmit path, voltage-
controlled oscillator (VCO), frequency synthesizer, and BB control serial interface. It is
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Figure 3.4: Quad Dual-Band AFE from Lyrtech, Inc.

based on a zero-IF architecture, shown in Figure 3.3. It can observed from the figure that the
architecture is dual band, since the RF chain is duplicated (RX low noise amplifier (LNA)
+ mixer, TX LNA + mixer). The mixer translates the RF frequency directly to BB. A local
oscillator (LO) signal, tuned to the same frequency as the desired RF signal, is injected into
the mixer.

The AFE is also equipped with four dual-band SkyCross printed antennas
[Skycross, 2013]. These are suitable for 802.11b/g (from 2.4 to 2.5GHz) and 802.11a (from 4.9
to 5.85GHz) applications. They have linear polarization and the pattern is ommnidirectional.

The AFE, along with Maxim MAX2829, constitutes a mid-performance commercial solu-
tion, offering a performance similar to that of general consumer devices such as laptops, or
mobile phones. Therefore, the performance offered by the AFE as well as the impairments in-
troduced are of a magnitude similar to that of conventional devices, thus making the testbed
suitable for predicting the actual performance of typical inexpensive commercial equipment.

In real-world systems, signals are affected by non-idealities and imperfections. There exist
some problems that arise when dealing with the RF part. In a wireless AFE the major sources
of non-linearities in the transmitter are the DAC and the power amplifier (PA). Non-linearities
lead to harmonic and intermodulation distortions and can have a considerable impact on the
transmitter performance. Especially in OFDM-based systems, non-linearities are no longer
negligible due to the high peak-to-average power ratio (PAPR) of the time-domain signal
[Schenk, 2008].

In general, among others, three major RF impairments of a wireless AFE are distinguished
in literature [Schenk, 2008]: Phase noise, I/Q imbalance, and nonlinearities. However, we also
describe some other impairments derived from the RF part: carrier leakage and frequency
offset.

Phase noise

Imperfections in the oscillator lead to random frequency fluctuations of its output. These
fluctuations are commonly referred to as phase noise in frequency-domain or as clock jitter
in time-domain. Phase noise and clock jitter are just two different ways to look at the same
phenomenon [Smith, 2004]. The sources for jitter are manifold: there are system level aspects
(e.g., crosstalk, dispersion effects, and impedance mismatch), data-dependent phenomena,
and random noise phenomena (e.g., thermal noise).



3.3 Lyrtech MIMO nodes 33

PLL

0û

90û

0û

90û

RSSI

MUX MUX

TX Baseband channel
I Q

RX Baseband channel

I Q

2.4 GHz
TX RF Output

5 GHz
TX RF Output

2.4 GHz 
Rx RF Output

5 GHz 
Rx RF Output VCO

Tune input

Reference 
Oscillator

input

Figure 3.5: Zero-IF AFE architecture based on MAX2829 chip (Comlab).

Lyrtech does not provide ways to compensate the phase noise, according to MAX2829
chip it is of about −95 dBc/Hz.

I/Q imbalance

The phase and amplitude imbalance existing in the I/Q modulator/demodulator besides I/Q
branches imbalances introduced by filtering, amplifications and D/A and A/D conversions
are considered as an effect called I/Q imbalance. It can be characterized by two parameters:
the amplitude imbalance, ∆G, between the I and Q branches and the phase orthogonality
mismatch, ∆P . Figure 3.6 depicts an I/Q modulator with I/Q imbalance. It would also
occur the same with the I/Q demodulator.

We denote s′[n] as the signal s[n] when it is affected by I/Q imbalance, that can be written
[Tubbax et al., 2004] as

s′[n] = αs[n] + jβs∗[n], (3.1)

where ∗ denotes complex conjugate and

α = cos ∆P + j∆G sin ∆P (3.2)

β = ∆G cos ∆P − j sin ∆P. (3.3)
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Figure 3.6: I/Q modulator imbalance.

Thus, the I/Q imbalance frequency domain effect,

S′[k] = αS[k] + jβS∗[−k], (3.4)

consists in a mirror frequency regrowth, producing crosstalk between symmetrical exponential
pairs (regarding the LO frequency).

In Lyrtech equipment the transmitter I/Q modulator suffers from gain and phase imbal-
ance that require to be canceled by appropriate signal processing techniques at BB. The I/Q
gain and phase error is compensated in the DSP by introducing opposite value of the errors.
Chapter 4 proposes a way to easily eliminate this effect.

Nonlinearities

The PA is the main source of nonlinearities within the AFE. PAs usually operate as a linear
device under small signal conditions and become more nonlinear and distorting with increas-
ing the power level. Driving the power amplifier above the linear region results in nonlinear
distortion effects, which makes it more difficult to receive the signal and generates harmonic
and intermodulation signals outside of the intended frequency band.

In our case, we need to be careful to make it functioning on the linear region. The output
power range is 30 dB, stepping from 0 to 63 (in steps of 1/2 dB). The PA is able to offer
powers ranging from −7 dBm to 9.6 dBm within the linear region.

Carrier Leakage

The presence of a spectral component at the carrier frequency is called LO leakage. The
main contributors are the offset from the baseband filter and the offset from the mixer. At
the output of a direct conversion mixer, such a spectral component can often be observed. It
results from a DC current offset at the input of the mixer or is generated due to imperfections
in the mixer itself (e.g., transistor mismatch). The offset can be compensated by adding or
subtracting a DC current offset to the BB signals.

In Lyrtech’s AFE the carrier leakage without DC offset cancelation is −27 dBc. The
transceiver unit features TX/RX calibration modes to detect transmit LO leakage.
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Frequency Offset

Accurate frequency offset compensation is fundamental in channel sounding applications of
testbeds. In these cases, the transmissions rarely have provisions for running synchroniza-
tion algorithms at the receiver. Therefore, the frequency offset must be measured between
all transmitter receiver branch pairs prior to the field measurement campaign. Chapter 4
describes a methodology to easily correct this fact.

3.3.3 Host PC and node control

So far, we have described the hardware of Lyrtech MIMO nodes, its features and impairments,
and which part of the node is in charge of its control. The ability to interface with the nodes
needs to be verified sending and receiving data as well as sending configuration commands.

The host personal computer (PC) is defined as the device that configures and controls the
VHS-BB boards. The host PC may be a standard computer or a CPU board, in our case it
consists in a CPU board also connected to the PCI backplane. The host PC runs Microsoft
Windows operating System.

Figure 3.7 depicts a general block diagram of the connections within the node. In the
figure, one VHS-BB board consisting of its SDRAM and FPGA is depicted for the sake of
clarity. It is possible to access all the configurable aspects of each BB board from the host
PC, who communicates to the FPGA and through the V360 PCI local bus bridge, running
at a speed of 33MHz.

One can develop applications on the host PC for controlling VHS-ADC/DAC boards
through the use of an application programming interface (API). Concretely, Lyrtech provides
a static library (LIB) and a header file that implement an API to develop programs using
C as programming language. The API comprises protocols and functions necessary to build
software applications that allows interacting with the elements of the node. Then, the nodes
can be controlled from C programs running on the host PC.

Lyrtech also provides an utility named VHS control utility (see Figure 3.8), which allows
the user to control the VHS-BB boards with ease. This utility communicates directly with
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Figure 3.8: VHS control utility General Controls tab.

the VHS-ADC/DAC boards, thus it must run on the cPCI chassis that contains the VHS-BB
boards. Through this interface, the VHS control utility allows:

• Detecting and initializing all the VHS-BB boards in the cPCI chassis.

• Setting the clock, trigger and gain values.

• Loading FPGA designs (.bit files).

• Accessing the four custom registers.

• Activating the acquisition and transmission of all the detected boards (if the FPGA
designs contain the proper modules).

The first experiments with the node were carried out using the utility, uploading and
downloading data for playback and acquisition. However, this kind of control of the node
constrained us to simple experiments. Thus, we tried to understand how the utility works
to be able to develop our own functions and design a new control method for the VHS-BB
boards. Unfortunately, the C code of the utility was not available so we decided to start from
the beginning, grouping the low-level functions to develop a new way of controlling the node
(see Section 3.4).

Also, Lyrtech provides an AFE console application allowing the control the AFE through
the VHS BB boards. It is basically a Win32 console built with the AFE high-level API.
The program communicates directly with the board driver, thus it must run on the host PC.
Figure 3.9 depicts a an example of the block diagram of the communication path between
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Figure 3.9: Communication path between host CPU application and AFE through VHS-
DAC/ADC boards.

a host application and the AFE. This console allows controlling the AFE and setting the
following features:

• Mode: Configure the AFE in TX or RX mode.

• Gain: Modify the TX gain (PA gain) or the RX gain (LNA and VGA gain).

• Communication channel: sets the communication channel for both the 2.4GHz and
5GHz bands.

• PA enable: Enabling/disabling the PA.

It is important to point out that, to handle the functions inside the API, the FPGA of the
BB board in use must be programmed. Also, if our aim is also to control the AFE, one of the
boards must be physically connected to it. Thus, the VHS-DAC board and the VHS-ADC
board are able to handle the AFE respectively.

In summary, the node control is limited so far. We are able to control de VHS-DAC/ADC
boards and the AFE in a separately manner. Figure 3.10 completes the Lyrtech node block
diagram by adding the possible ways to control all its components. So far, the work with the
node rely on checking its proper behavior and try to understand how the VHS utility and
the AFE behaves.
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From now on, everything related to node control was developed by our own, which has
resulted a tough work but, as presented along the following sections and chapters, we finally
get our reward.

3.4 GTAS MIMO testbed

The advent of two more Lyrtech nodes motivated the GTAS group to design a centralized
way of controlling nodes’ functionalities, as well as transmitting/receiving data among them.
Concretely, our aim was to be able to control them separately from their respective host PCs.
From now on, the GTAS MIMO testbed refers to the three Lyrtech nodes along with the
functionalities derived from the development of new testbed interfaces.

This kind of testbed is very strongly coupled with Matlab and can be run directly with a
Matlab interface. Therefore, the next step involved providing access to external applications,
like Matlab, running on each host PC to control the whole node. A detailed description of
the next steps is described in Section 3.5.

A typical block diagram of the communication between two of the nodes is depicted in
Figure 3.11.

3.4.1 Real-time processing

As stated in Section 3.3.1, the Lyrtech nodes contains VHS-BB boards that use Xilinx FPGAs.
So far the FPGA has been a mere interface between the Host PC and the BB boards and the
AFE. Figure 3.12 depicts the FPGA interfaces with the rest of the components of the node.

The custom logic module is intended to contain logic that the user designs. This module
provides the testbed with extra real-time capabilities that, in combination with the availability
of of three Lyrtech nodes, turn the testbed into a powerful tool for testing algorithms and
devices. There exist many available interfaces in this module that allow external applications,
e.g. running on Matlab or Simulink, deploying user logic on this module more rapidly and
efficiently than through a traditional VHDL-based approach.
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Figure 3.11: Block diagram of two of the nodes of the 4× 4 GTAS MIMO testbed.

As an example, Lyrtech provides a model-based design kit (MBDK), which is a collec-
tion of blocks that communicate with the various inputs and outputs of the FPGA in the
VHS-BB boards. Also, Xilinx provides several tools for the design, synthesis and valida-
tion of programmable logic for DSP applications. Among them, System Generator for DSP
[Sysgen, 2012] has emerged as a powerful tool to implement blocks within the custom logic in
the FPGA. In summary, Lyrtech and Xilinx System Generator blocks can be easily connected
in a Simulink environment to make up the user custom logic. More details are provided in
Section 3.7.

3.4.2 Local testbed interface

The new context, three Lyrtech nodes controlled by their respective host PC, motivated us
to develop a common and general controlling strategy. We decided then to combine the
low-level functions described in the Lyrtech Host API Guide to imitate the behavior of the
utility. Also, aided by the executable that controls the AFE, the combination of both kind
of functions would lead us to control the nodes as a whole.

We first defined which functions were necessary to, at least, being able to playback and
acquire signals with the BB boards, as well as transmit/receive with the AFE. These func-
tions (we call them ’user level functions’) would be a compendium of the low-level functions
provided in Lyrtech’s LIB. Users may access two levels of libraries (functions) to control and
communicate with VHS boards:

• The first level - the low-level API - is mainly used to read and write directly to the
FPGA registers of the VHS boards.



40 MIMO testbedding

Host 

PC

SDRAM

DAC

board

ADC

board

Custom

Logic

FPGA

RFFE

SDRAM

interface

RFFE

interface

A
D

C

in
te

rf
a
ce

D
A

C

in
te

rf
a
ce

Figure 3.12: Block diagram approach of the FPGA interfaces.

• The second level contains high-level libraries - the high-level API - and is mainly used
to perform specific actions such as programming the carrier frequencies or configuring
the AFE in RX or TX.

So, we gathered the necessary functions of the LIB to form these user level functions. We
then developed a C++ dynamic link library (DLL) that encapsulated the LIB and integrates
the new functions. This DLL allows external applications (e.g. Matlab) running on the node’s
PC to control the hardware, as shown in Figure 3.13.

At this point, we were able to use Matlab in all the stages of the MIMO communication
process: to prepare the data to be transmitted, send the data to the transmission node,
control the sending and receiving process, get the data from the receiving node, analyze the
data, and display the results. This solution offers low versatility but the way to control the
nodes was really useful in the initial development steps. Our next aim was to control the
node from a new PC different from the host PC. This is described in Section 3.5.

Our experience over the years has shown that it takes a considerable amount of time
and manpower to get even the most basic demo programs to work. Among the reasons,
the following stand out. First, researchers must deal with missing, misleading, or carelessly
written and not updated manuals and sample programs. In our case, the documentation was
really poor and there were no explanation of how to combine the low-level functions to get
the things work. Then, there exist a lack of support from the companies and rarely they offer
code in order to develop the functions rapidly. Finally, there exist some problems derived
from fabrication that often occurs when plugging/unplugging cables, etc.

3.4.3 Remote control PC

In spite of the great functional advance obtained by just dynamically linking the nodes with
Matlab, it was not close to be a good environment because of three main problems:
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Figure 3.13: New interface within the Lyrtech node.

1. The new configuration required Matlab to be installed and running on each of the
testbed host PCs.

2. The new configuration limits the experiments to local interaction.

3. The need of offering limited access to all the testbed functionalities.

The local interaction could be relaxed by using PNET (see Figure 3.14), a Matlab toolbox
that allows a Matlab in a control PC to control that of the host PC. Logically, from the host
PC of one node we can interact with other node using PNET. This toolbox relies on the
use of sockets to establish the communications, with a combination of an IP address and a
port number. However, this remote access technology was far from ideal and all the other
caveats remained. This toolbox is quite efficient but extremely unsafe, it does not fulfill the
aforementioned third problem. Therefore, all the functionalities are still accessible, but in
this case from a remote Matlab.

3.5 Remote testbed interface

The current way to control the testbed was really useful in the initial development steps,
when testing that signal transmissions could be carried out among the nodes. However, our
aim was to control the three nodes from a remote control PC using high level languages.
Before making any decision, we first identified a set of requirements that this interface should
provide:

• Well defined interface so that the applications have access to the required functionality
and have no chance to damage the node.

• Isolate the communications interface from the application program, e.g. Matlab.

• Maximize interoperability with other programs and third party tools.

A remote control software based on WS has been developed in order to handle the testbed
[Vielva et al., 2010]. This remote control offers an interface to access all basic functionalities,
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such as programming the FPGA, adjusting TX/RX gains, sampling frequencies, etc. and can
be accessed and tested through the following link: http://www.gtas.unican.es/testbed/.
This architecture allows testbed handling in a simple way, centralized to a unique PC.

Concretely, the proposed solution was to develop a C# library that encapsulates Lyrtech’s
DLL. For the WS layer we developed a Simple Object Access Protocol (SOAP) interface,
which is a World Wide Web Consortium (W3C) recommendation [Lafon and Mitra, 2007]
that allows third party applications, including Matlab, to transparently and safely interact
with our nodes through the provided interface. This WS is accessible from almost every
software application like Matlab, web applications or even desktop applications.

The objective was to provide an interface to the Lyrtech devices being

• Versatile: can be used by computers in a network and by different application programs.

• Efficient: minimize the payload of the data.

• Secure: the interface provides only a well-defined set of actions.

With this last evolution, we get lower efficiency than the PNET solution (WS instead
of sockets) but high security (predefined and limited interface) and high versatility (any
application capable of interface with SOAP WS is a full-fledge client).

Figure 3.15 depicts the architecture of the web platform interface, showing a control
PC accessing through the internet for controlling the three testbed nodes. From the stack
represented in each node, the ascending layers correspond to hardware, manufacturer’s LIB,
C++ wrapper DLL to gain access from managed code, C# classes that implement the nodes
as objects and provide dual interface, the web server and the interface provided in SOAP. At
the top, an external control PC represents a remote Matlab application that interfaces with
the MIMO testbed through the SOAP interface.

The GTAS MIMO testbed uses the following key technologies and standards: Hypertext
Markup Language (HTML) for the textual user interface like buttons, lists and text;

http://www.gtas.unican.es/testbed/
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JavaScript as the programming language that runs natively on the web browsers and
modifies dynamically the user interface; Scalable Vector Graphics (SVG), and Asynchronous
JavaScript and XML (Ajax). In summary, a set of technologies to implement communication
between the browser and the web server.

The interface to control the testbed results quite important to carry out experiments
with the testbed, and to control all the current functionalities: the ones proposed in this
theses and the forthcoming developments. Moreover, the proposed web-based interface is
quite important for both academic and research purposes.

In summary, this section is the starting point of MIMO experiments using the GTAS
testbed. Other functionalities such as MIMO channel measuring methodologies (see Chapter
4), allow extracting MIMO channel estimates for its characterization in indoor environments.
The final example will be the emulation of MIMO channels, as presented in Chapter 5.

3.5.1 Multi-Node capabilities

Thanks to this web-based architecture we are able to build a multinode testbed by joining
two or more testbed nodes. Figure 3.16 depicts the different network scenarios that we can
develop with our MIMO testbed nodes. This approach is very interesting because it makes if
possible for two or more research groups to construct a multiuser testbed without the need of
replicating the testbed hardware. However, if the software design of each testbed has not been
carried out carefully, the integration will involve a complete redesign and implementation of
the new multiuser testbed. Consequently, a more intelligent and cheaper solution consists
in properly designing the software for each testbed, taking into account the scalability and
flexibility requisites.
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Figure 3.16: MIMO network scenarios.

Figure 3.17: Panoramic picture of the multi-user testbed constructed with the two nodes
of the GTAS MIMO Testbed plus two nodes of the testbed developed at the University of La
Coruña.

Figure 3.17 shows a photograph of a demonstration of a multiuser testbed with four nodes
with four antennas each. Two nodes are the from the GTAS MIMO testbed whereas the other
two are from the testbed developed by the GTEC at the University of La Coruña. In such
setup, a broadcast channel with one TX node and three RX nodes was measured.

3.5.2 Example with the interface

Once described the web-base interface, we present an example of how interact between the
control PC and one or several nodes of the MIMO testbed. Moreover, we summarize which
are the calls that trigger the low-level functions of the C# DLL (Lyrtech LIB).

First, to be able to handle the GTAS testbed from Matlab in a remote PC we must
download the Matlab Wrapper from the GTAS webpage:

http://www.gtas.unican.es/testbed/downloads/wsLyrtechGTAS.zip

http://www.gtas.unican.es/testbed/downloads/wsLyrtechGTAS.zip
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Figure 3.18: Final interface architecture: communication procedure between a remote PC
and one of the testbed nodes.

This Wrapper can be considered as a remote interpretation of the functions that can be
accessed from the node. It is in charge of interpreting the function parameters and com-
municate with the node using SOAP requests and SOAP responses (see Figure 3.18). The
communication relies on text transfer and allows the pass of parameters: integers, boolean,
etc. and even text between the control PC and the host PC. The wrapper contains all the
functions that can be executed within the host PC. Let assume that a remote PC wants to
communicate with one of our testbed nodes

Once the Wrapper is stored in the control PC we can create local node objects that act
as a link between the control PC and the node. To create an object from the control PC we
need to execute the wrapper with the IP address of the node. For example

tx = wsLyrtechGTAS(’http://193.144.201.116/wsLyrtech.asmx’);

In the example we have created the object tx, which will be used to access to the func-
tionalities of the node through the tx identifier. This identifier is linked to a determined
IP address. Any number of nodes can be controlled from the control PC, each with their
own identifier (different from the others). We assume that the FPGA has already been
programmed.

Let suppose we want to change the PA gain of the transceiver 1 in the AFE, which
belongs to the object node identified as tx from the control PC (according to Figure 3.18).
The following Matlab code details the steps to follow to adjust the transceiver gain (only for
TX).

Matlab commands for setting the TX power

transceiver = 1;

PA_GAIN = 0;

pa_gain_set = rffe_TxGain(tx ,PA_GAIN ,transceiver);
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We have defined the input parameters of the function that allows changing the gain: the
transceiver number and the PA gain. The functions follow the following syntax. The node
component: dac, adc or rffe; the function name, and the parameters are explicitly shown.

[destination]_[function name](parameters)

Its execution initiates a SOAP request from the control PC to the host PC. From the
request we can identify that the parameters are included as text.

SOAP Request (Setting TX Power)

<?xml v e r s i o n ="1.0" enod ing="ut f −8"?>

<soap12:Envelope xmlns:xsi="http://www.w3.org/2001/XMLSchema - instance"

xmlns:xsd="http://www.w3.org/2001/XMLSchema" xmlns:soap12="http

://www.w3.org/2003/05/soap -envelope">

<soap12:Body>

<rffe_TxGain xmlns="http://www.gtas.dicom.unican.es/">

<PA_Gain>30</PA_Gain>

<Transceiver>1</Transceiver>

</ rffe_TxGain>

</soap12:Body>

</ soap12: Envelope>

Automatically, the WS at the Host PC confirms the request with a SOAP response: true
if everything was OK and false if there exist errors. As occurs with the SOAP request, it
involves sending text with an explicit response (true in this case).

SOAP response

<?xml v e r s i o n ="1.0" enod ing="ut f −8"?>

<soap12:Envelope xmlns:xsi="http://www.w3.org/2001/XMLSchema - instance"

xmlns:xsd="http://www.w3.org/2001/XMLSchema" xmlns:soap12="http

://www.w3.org/2003/05/soap -envelope">

<soap12:Body>

<rffe_TxGainResponse xmlns="http://www.gtas.dicom.unican.es/">

<rffe_TxGainResult>true</rffe_TxGainResult>

</ rffe_TxGainResponse>

</soap12:Body>

</ soap12: Envelope>%\end{small}

These are the commands which are sent between the control PC and the host PC. How-
ever, these instructions give place to low-level ones, making up Lyrtech LIB. Concretely, the
function to be executed within the C# DLL (corresponding to the the high level functions)
will access the library and identify the API function associated with it. Then, the commands
in binary are transmitted to the FPGA which, through one of the VHS-BB boards (the one
that controls the AFE), conveys the information to the AFE and set the desired gain.

With this receiving/sending procedure we are able to send values as well as concatenated
functions in text format. These are embedded as text so they can also be exchanged and
interpreted correctly.

3.5.3 Success stories

The design and development of the GTAS MIMO web-based interface has led to a quite useful
tool to evaluate MIMO schemes in real environments as well implementing parts of standards
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in real-time. So far, multiple universities and research institutes have taken advantage of the
testbed capabilities from either spanish and foreign research groups. We can highlight the
following success stories:

• MIMAX consortium. As an example, Section 3.9 presents an example of GTAS Testbed
utilization in the context of MIMAX project.

• Joint work with Universidad de la Coruña (UDC): interference alignment (IA) and
cooperative beamforming techniques.

• Joint work with Universidad Carlos III de Madrid (UC3M): Achievable throughput with
Block Diagonalization on OFDM indoor demonstrator (BD) [Céspedes et al., 2013].

3.6 Control PC

We now focus on the role that the control PC (external client) plays on this new web-based
interface. As depicted in Figure 3.15 and making use of the communication protocol described
in Section 3.5.2, we are now able to summarize the steps that the control PC has to follow
to handle a TX/RX communication among the nodes.

The migration of an algorithm from a simulation environment to a testbed involves cum-
bersome low-level programming to access the hardware as well as a very detailed knowledge
of the hardware. Unlike simulations, the experimental evaluation of wireless communica-
tions systems means having to deal with frequently ignored problems, as for example time
and frequency synchronization All these issues make it more difficult to assess new MIMO
communications systems in a testbed. For this reason, it is desirable to make the testbed
accessible to researchers at a reasonable level of abstraction. This goal represents an im-
portant challenge due to the large number of heterogeneous technologies and development
environments that have to be integrated together. However, if this challenge is met, the final
result is a very attractive product for the user, who can focus on the development of new
transmission techniques that can easily be translated to the testbed and later evaluated in
realistic scenarios. The user must not be involved in this kind of low-level signal processing
tasks (e.g. synchronization).

We must provide the means to synchronize the testbed nodes. The developed synchroniza-
tion schemes are described in Section 3.6.1. We also describe a typical utilization procedure
that centralize in the control PC the handling of the whole GTAS MIMO testbed (see Section
3.6.3).

3.6.1 Synchronization

Synchronization is one of the most important tasks in a MIMO testbed. The efficiency of
the measurement process is also reduced due to the lack of an external hardware device or
software method to assist in the time synchronization process. It involves the frame start
detection (i.e., time synchronization) and the estimation and compensation of the frequency
offset between transmitter and receiver. Without proper synchronization, it is not possible
to successfully perform MIMO detection.

As there is, in general, no cable connection between the TX and the RX node, some sort
of synchronization is needed to ensure that the blocks of data are transmitted and received
at the proper time. Furthermore, it is possible to synchronize the frequency of the internal
clocks of the TX node to those of the RX node.
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Regarding software synchronization alternatives, we have used two different algorithms
avoiding the use of cables and other devices.

• Well-known Pseudo Noise (PN) sequences: The use of special training sequences prior
to the transmitted data, which may only be possible in static scenarios, is a simple but
effective well-known synchronization strategy.

• Iterative Weighted Phase Averager (IWPA) method: high-accuracy non-parametric
frequency estimation method based on the fast Fourier transform (FFT), which will be
presented in Chapter 4.

There exist other ways for testbed synchronization, e.g. the two ends of the measurement
system can be synchronized in frequency and phase thanks to the external reference generated
by rubidium oscillators and disciplined by a global positioning system (GPS). However, these
kind of synchronization methods are so far discarded due to the expense they imply, and they
do not work in indoor environments (e.g. GPS).

3.6.2 Automatic Gain Control (AGC)

When dealing with more than one nodes in different scenarios it is desirable sometimes a gain
control at the receiver. An AGC can be used in our testbed, since it can be implemented
between the FPGA and the RF part, using a closed loop to control the gain of the AFE.
However, most of the experiments that are performed in our laboratory do not require AGC,
since the measurements are usually performed in static environments and the channel is
known. Therefore, we rely on a manual gain selection for a particular gain setting within a
certain range variation. The high dynamic range of the DACs and ADCs also facilitates the
manual gain selection.

3.6.3 Typical utilization procedure

As an example, a typical procedure of how to handle the nodes from the control PC when
carrying out measurements is described. The web-based architecture is able to control all
these parameters. In the rest of this section we assume the following:

1. The testbed consists of two nodes, the TX and the RX.

2. It does not matter whether the testbed operates outdoors, indoors, outdoor to indoor
or vice-versa. We assume that a network connection can always be established between
the testbed nodes and the control PC.

3. The host PCs uses a standard operating system supporting remote operation from
another PC attached to the network (e.g. the control PC).

Then, we develop a procedure that can be customized according to the requirements of the
evaluation to be carried out. Before starting a new measurement, the following parameters
must be defined in the template:

• Number of transmit and receive antennas, nT and nR respectively.

• The set of RF carriers. In order to generate different channel realizations, we take
advantage of the frequency agile capabilities of the AFE.

• The set of TX power values.

• The necessary signaling parameters, e.g. number of samples per symbol, etc.



3.7 Real-time processing 49

• Sampling frequency of the DACs and the ADCs, or the size of the buffers at both TX
and RX sides.

The overall operation of the system can be summarized as follows: the Matlab program
of the control PC generates the data to be transmitted (BB signal), which depend on the
purpose to be covered (channel sounding, algorithm testing, etc.). A certain data structure
should be followed: IEEE 802.11a frames, PN sequences plus data, etc. The generated signals
are transmitted from the control PC to the TX node, where the signal is first stored, and after
that transmitted. Since the storage capabilities in the BB are limited, and the transmission
rate from BB to the RF is very high, in order to get a continuous transmission the same data
are repeated until new data are stored in the SDRAM. The signals are analog converted,
and then upconverted from BB to RF. After being transmitted by the antenna module, the
signals undergo the channel propagation effects, and the resulting signals are received by the
RX node. The reverse operations are carried out in the RX modules: the received signal is
down-converted to BB and then sampled and digitally converted. Finally, the digital data
are BB converted and stored in the SDRAM, from where the information is sent to the user
application in order to be off-line post processed. As can be noticed, this scheme includes some
modules that operate in an offline basis (generation and preprocessing of signal, and the final
postprocessing of signal), although some others work in real-time (DSP-FPGA processing:
up- and down-conversion, filtering, etc.). Therefore, the system is not meant to show a fully
real-time operation.

3.7 Real-time processing

Current FPGAs possess sufficient performance and logic capacity to implement a number of
DSP algorithms effectively. This is accomplished by exploiting parallelism as well as mapping
techniques such as distributed arithmetic. Apart from being the interface among the rest of
the parts each Lyrtech node, the FPGA also includes custom logic where the user can conceive
a model-based design in Simulink and Matlab, as has been briefly described in Section 3.4.
In this section, the different FPGA interfaces and the way it communicates with the rest of
the node components are detailed, along with the way of control it as well as the work flow
and the tools that allow its control.

3.7.1 FPGA: interface, control, user DSP

Figure 3.19 depicts the block diagram approach of the FPGA interfaces. These interfaces
allow communication with Simulink models developed within the custom logic through I/O
blocks. The figure also depicts the System Generator interface wrapper. The specific func-
tionality contained in a wrapper depends on the board, but it usually includes such functions
as control of the SDRAM and other I/O interfaces. It is a level of programming that separates
the user from board-level logic.

The Lyrtech I/O blocks allow logic to communicate with the System Generator wrapper.
They are based on Xilinx System Generator for DSP blocks. Since System Generator is
integrated in MATLAB/Simulink environment, the blocks are available once we start Matlab
or Simulink. Lyrtech blocks provide a transformation path between the typical Simulink
blocks for simulating the model and System Generator for DSP blocks. When the model is
compiled in an FPGA bitstream (.bit file), the Lyrtech blocks allows controlling the VHS-BB
boards: FPGA peripherals and resources. More details are outlined in Section 3.7.2.
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Figure 3.19: FPGA interfaces and custom logic.

FPGA Host PC control

The host interface allows accessing all the configurable aspects of the board. The host PC is
connected to the FPGA through the V363 PCI local bus bridge. This bus bridge uses one of
its memory spaces to access the FPGA.

FPGA SDRAM control

The FPGA SDRAM interface acts as an interface between the onboard FPGA and the
SDRAM. The VHS-BB boards support one read and one write port, then it is possible
to simultaneously transact larger amounts of data to and from the SDRAM of the FPGA.
On one hand, it is able to acquire data and save it to the onboard SDRAM in real-time.
Then, the data can be uploaded to the host PC for analysis. On the other hand, the FPGA
is able to generate signals from the data downloaded to the SDRAM. The requirement here
is that the memories must be accessible in real-time by the DAC or ADC, respectively.

The SDRAM can be controlled with the low-level functions available in the API. There
exist functions to initialize and configure the SDRAM through FPGA registers as well as func-
tions to read/write pages from it. The registers can be accessed through the host computer
of the cPCI chassis where the VHS-BB boards are connected.

AFE control

The AFE control interface is a software-base structure used to interface the FPGA user design
and the General Purpose Input/Output (GPIO) port of the VHS-BB boards, through which
these boards are connected to it. The FPGA within the boards contains a local copy of the
AFE registers, related control registers, and registers for the GPIO-connected AFE control
signals.
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To control the AFE, users must instantiate a series of registers. These registers handle
Serial Peripheral Interface (SPI) communications and all the other protocols necessary to
drive the AFE input. Each set of SPI registers corresponds to each of 4 transceivers available
in the AFE.

In addition to the SPI register, Lyrtech offers another set of registers to control each AFE
I/O. These registers are common for the whole AFE. The most important ones are

• Address: in this register the user is able to select up to the 4 AFE transceivers.

• Parallel gain: TX and RX gain configuration.

• PABS DSW OSCS: PA switch, antenna to be selected (two options: A or B) and
frequency band.

3.7.2 Work flow: Tools

FPGAs are programmable digital logic chips, which means that you can program them to do
almost any digital function. The general workflow when working with FPGAs is the following:

1. Use of a PC to describe a certain logic function. It might be obtained either through
drawing a schematic, or through creating a text file describing the function.

2. The logic function is compiled using a software provided by the FPGA vendor. That
creates a binary file (bitstream or BIT file) that can be downloaded into the FPGA.

3. Connect a cable from the PC to the FPGA, and download the bitstream.

Then, the FPGA behaves according to the logic function that has been created. It is
possible to download bitstreams into FPGAs as many times as necessary, with different func-
tionalities. If there exists a mistake in your design, the only step to follow is to fix the logic
function; re-compile and re-download it.

Of course, this is a general description, the following lines describe the different options to
handle the FPGA and to create the bitstream. On one hand we might have written our design
in VHDL code and we want to generate a bitstream from this code. On the other hand, for
users with no VHDL experience, it is possible to generate the bitstream from a model-based
design.

VHDL-based workflow

ISE Foundation suite is an integrated graphical environment that provides a design, synthesis,
implementation, and programming interface for Xilinx logic designs. The Xilinx ISE tools
allow the design to be entered several ways including graphical schematics, and Very High
Speed Integrated Circuit Hardware Description Language (VHDL), among others.

1. Writing the VHDL model.

2. Checking the VHDL syntax.

3. Simulate the behavioral of the model: With ModelSim, it is possible to apply stimulus
to a VHDL design, run the simulation, and analyze the results.

4. The input and output signals are assigned to the I/O pins on the FPGA by the compiler.
Compilation is a multi-step process. In Xilinx, a VHDL design must go through the
following stages: Synthesize, Translate, Map, Place & Route, and finally Program File
Generation (the generation of the bitstream).
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This overall procedure requires skills related to VHDL programming, which does not
occur in our case. Moreover, we avoid the generation of traditional testbenches and extensive
ModelSim simulations. Therefore, our aim is to obtain the BIT file for programming the
FPGA by means of a user-friendly tool.

System Generator-based workflow

System Generator for DSP is a Xilinx toolbox of graphical simulation blocks for simulating
and generating VHDL designs. It automatically translates DSP systems developed using
Matlab and Simulink into highly optimized VHDL and Intellectual Property (IP) cores for
Xilinx FPGAs. Simulink is built on top of Matlab allowing the use of the full Matlab language
for input signal generation and output analysis.

Before you can begin working on your model, you need to ensure that the Matlab envi-
ronment is aware of System Generator and that System Generator is configured to work with
Matlab. This program allows us to create some blocks and simulate their behavior:

• Feeding their inputs with Matlab signals or Simulink blocks and analyzing their out-
puts in Matlab. Therefore, the behavior of a System Generator-based design can be
compared with its equivalent Matlab algorithm.

• These blocks can be synthesized to produce VHDL code and netlist files. This code can
be integrated into a common Xilinx ISE project to get a final FPGA implementation
that will run in real-time within the FPGA of the node

Such models have two principal sections:

• Configuration section: The configuration in an FPGA model is very straightforward
since there are no special scripts to run or configurations to modify. The only require-
ment is for the model to contain the System Generator block from Xilinx and the FPGA
board configuration block.

• Processing section: The processing section of an FPGA model is where users place
blocks to design an algorithm. FPGA process data as fixed-point data, but Simulink
uses a double data type. This is why a Gateway out block is used to convert the Xilinx
data type to the Simulink data type to display data in Simulink scope.

Other options

Using System Generator, the user is able to compile the design to NGC netlist files that can
be added to an existing ISE project. These files provide the instances to Xilinx blocksets
(which are directly synthesizable), interconnections, and some attributes of the blocksets.
Finally, we can form a new project by merging the generated netlist files into the existing
ISE project.

3.7.3 Work flow followed with the GTAS MIMO testbed

The model-based design kit (MBDK) for the VHS-ADC/DAC is a collection of blocks that
communicate with the various inputs and outputs of the VHS-BB FPGAs. It also includes a
compilation add-in for System Generator for DSP from Xilinx. There is a close relationship
between this blockset and the System Generator block.

Regarding the configuration section, we use the FPGA configuration block from Lyrtech.
These blocks are used to configure the building information of the FPGA model. The System
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Figure 3.20: Typical MBDK FPGA model.

Generator block instructs Simulink to use the System Generator for DSP compilation flow,
while the FPGA board configuration block instructs System Generator for DSP to use the
Lyrtech compilation flow. Also it is desirable to include the RFFE control to be able to use
the AFE.

The processing section is composed of Xilinx blocks, Lyrtech I/O blocks, and Simulink
blocks. Xilinx blocks are the actual processing part of the FPGA model. These blocks are
located in the Xilinx blocksets. The Lyrtech I/O blocks have two purposes. First, when you
simulate the FPGA model, the blocks interface Xilinx processing blocks with Simulink I/O
blocks. In the model, Lyrtech blocks provide a transformation path between the Simulink
blocks and System Generator for DSP blocks that compose the model. When the model is
compiled as an FPGA bitstream, the FPGA blocks allow you to access the FPGA peripherals
and resources of your board.

Figure 3.20 illustrates a typical model-based FPGA model. In this case the simplest model
is depicted, which is able to control the DAC board, transferring data from the FPGA, being
able also to control the RFFE. This model does not include custom logic, since the only
blocks that are used are the SDRAM and DAC

Every System Generator based model requires that at least one System Generator token
is placed on the diagram. This block is not connected to anything but serves to drive the
FPGA implementation process. System Generator works with standard Simulink models.
Figure 3.21 presents the main parameters that must be configured in the System Generator
block.

Here you must specify the targeted system on this list, the type of FPGA of your VHS-
ADC/DAC, the target directory where the compiler writes its temporary files when building
in this text box, and the FPGA clock period and the Simulink system period. The clock
period and the Simulink system period are necessary to inform System Generator for DSP
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Figure 3.21: System Generator block dialog box for the VHS-ADC/DAC.

about the timing constraints of the FPGA design. More specifically, these parameters inform
System Generator for DSP at what frequency each block in the FPGA model is running.
System Generator for DSP uses this information during the place and route phase of the
bitstream generation process (performed by ISE Foundation).

• FPGA clock period: Informs System Generator for DSP of the time period that
corresponds to the real-time clock driving your design. Specify a value within an ap-
proximate safety margin of 5% relative to the real-time clock value that you intend to
use.

• Simulink system period: This parameter informs System Generator for DSP of the
sample period related to the real-time clock value. It also relates each Xilinx and
Lyrtech FPGA blocks’ sample periods to the real-time clock.

When you simulate the FPGA model, the blocks interface the Xilinx processing block
with Simulink I/O blocks. This is necessary because Simulink and Xilinx processing blocks
do not use the same data format. Simulink blocks mainly use floating-point precision data
types, while System Generator for DSP blocks use fixed-point data format. The Lyrtech
MBDK FPGA I/O blocks perform this conversion by encapsulating the Xilinx Gateway In
and Gateway Out blocks, in the Xilinx blockset.

3.7.4 How to control the FPGA

Once we have reviewed the different interfaces that allow controlling Lyrtech nodes, we focus
on the diverse ways for controlling the FPGA. Also, the procedure for accessing the memory
and registers is treated.



3.7 Real-time processing 55

Figure 3.22: Simulink scheme.

The FPGA can be controlled at the time it is programmed with a BIT file. This file
dictates the FPGA behavior and the parts of the testbed that it will be capable to handle.
This can be done with one of the following alternatives:

• Using the VHS utility. The utility allows loading .bit files and program the FPGA

• Using low level C functions.

• using the WS in Matlab environment: downloading the wrapper from the GTAS web-
page and executing the following command:

• From the webpage http://www.gtas.unican.es/testbed/acquisition_steps

The following options allow accessing the FPGA registers for writing/reading:

• Using the VHS utility. Once the FPGA has been programmed, the user is able to read
and write custom FPGA registers.

• Using low level C functions.

• Using the WS in Matlab environment: downloading the wrapper from the GTAS web-
page.

• From the webpage http://www.gtas.unican.es/testbed/acquisition_steps.

As an example, at this time of FPGA model development, we are able to generate FPGA
bitstreams of the model including decimators and interpolators from the Xilinx library, for
being able to provide the acquisition/transmission clock source with flexibility (see Figure
3.22).

In this example we use interpolators for being able to reproduce signals through the 8
channels. There exist a constraint on the bandwidth (in Mbytes/s or Msps) to be transferred

http://www.gtas.unican.es/testbed/acquisition_steps
http://www.gtas.unican.es/testbed/acquisition_steps
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between the SDRAM and the FPGA. This interpolation will allow us overcome this drawback
using a clock of 26MHz (instead of 52MHz).

Once we have finished our design we can simulate it in Simulink and generate a bitstream.
This BIT file can then be loaded into the FPGA using the API, WS, etc., reproducing the
behavior of the current user logic.

3.8 General example

In this section we combine all what we have learnt so far in this chapter, and we present and
analyze a typical TX Matlab example, explaining in detail its particularities. Let suppose we
have two nodes of the testbed and we want to transmit certain signals to the other. These
nodes are controlled from the Matlab of a control PC somewhere in the world. To be able to
control the parts of the node, we must have previously added the wrapper to Matlab path.

First of all, if we aim at controlling one of the nodes, e.g. node 1, we need to create the
object from the WS as

Object node creation

tx = wsLyrtechGTAS([’http://www.gtas. unican.es/testbed/’ node ’/

wsLyrtech.asmx ’]);

We make use of the bitstream obtained from the model depicted in 3.22, for example.
Thus the sampling frequency of the DACs will be fs = 26MHz. The bitstream is defined as

Bitstream file definition

bit_file = ’DAC_Virtex4_8_channels_RFFE_interpolate_2.bit;

Then, to program the FPGA with this bitstream we need to call the function contained
in the wrapper.

DAC board programming

programmed_dac = dac_FPGAConf(tx, bit_file)

We want to generate a sine and a cosine wave of 1MHz through channels 1 to 2.

Main BB parameters

f = 1;

channels = [1 2];

transceivers = unique(fix((channels -1)/2)+1);

sampling_freq_TX = 52;

w_0 = f/sampling_freq_TX;

[N,D] = rat(1/w_0);

num_samples = N*D *1000;

t = 2*pi*f/sampling_freq_TX*(0:num_samples -1);

t2 = 2*t;

v1 = sin(t);

v2 = cos(t);

v_DAC = -v*(2^(13)-1);
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The last line fits the sine and the cosine to the range of the DACs (14 bits).
We initialize the front end at a certain frequency with a certain low pass filter and we

configure the PA gain of the first transceiver.

AFE configuration

fc = 24;

f_RF = 5600;

rffe_initialized = rffe_Init(tx,fc,f_RF);

antenna = 1;

PA_GAIN = 30;

pa_gain_set = rffe_TxGain(tx ,30,tr);

FPGA frequency configuration and the samples of the two channels are written to the
SDRAM. Then, channels 1 and 2 of the DACs are activated.

Frequency & Channels

freq_set = dac_SamplingFreq(tx,sampling_freq_TX);

num_samples = dac_SDRAMWrite(tx,v_DAC);

channels_configured = dac_ChannelConf(tx ,sum(2.^( channels -1)),

length(v_DAC))

We set the DAC channel gains,

BB channels’ gains

DAC_gain = 255* dac_v2+15*(1 -dac_v2);

channel_gains_set = dac_ChannelGains(tx, DAC_gain*ones(1 ,8));

and, finally, we initialize the playback.

Playback the signals

playback_started = dac_Play(tx)

There exist two modes for playing back the signals, one that continuously reproduce them
and the other that just reproduce once the stored samples. We commonly use the first one
and only the second one if we are sure that the frame can be received correctly.

At this time, the DACs are reproducing the samples through channels 1 and 2 which, in
turn, are connected to the AFE which upconverts the signals and transmit them through the
antenna. To acquire the signals from the other node, its object has to be created, its FPGA
programmed, the AFE initialized and the receiving gain configured. Then, the sampling
frequency, channel configuration and number of samples have to be defined in order to acquire
the signals. Once the signals are stored as a variable in Matlab, they can be analyzed and
plotted using the multiple resources that Matlab has.

3.9 Example of GTAS Testbed utilization: MIMAX project

In this section, we present the utilization of the GTAS MIMO testbed to implement and verify
certain parts of a project in which the GTAS group was involved. This supposed one of the
first challenges after the testbed and the interface to control it were ready. Moreover, some
of the ideas that arose from this project, were put in practice along the following chapters of
this dissertation.
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MIMAX is an European Union funded project within the 7th Framework Programme that
develops smart radio access in wireless communication networks [MIMAX, 2008]. Its architec-
ture is based on an analog antenna combining architecture. Unlike conventional MIMO sys-
tems1, MIMAX shifts the spatial processing of the signals to the AFE [Eickhoff et al., 2008],
involving a reduction of the number of transmit and receive chains to a single one, thus deal-
ing with an equivalent single-input single-output (SISO) channel. The BB architecture of the
MIMAX transceiver is based on the WLAN IEEE 802.11a standard [IEEE, 2013]. There-
fore, the developed schemes must be specific for orthogonal frequency division multiplexing
(OFDM) modulations.

MIMAX started in 2008, just at the time two complete Lyrtech testbed nodes were avail-
able at the GTAS laboratory. At that moment, meanwhile the MIMAX partners were de-
veloping their corresponding parts, the GTAS group was responsible of the development of
the necessary changes at the BB processor in order to allow the calculation and application
of weights (beamformers) at the RF part. To that end, it was necessary to develop a MIMO
channel estimation scheme. The MIMAX concept has been tested in our 4×4 MIMO testbed,
integrating the BB processor along with the necessary blocks into the real-time modules of
the testbed. The main challenge of the MIMAX BB processor is the proper calculation of
those weights to be applied in RF [Via et al., 2010]. This results in reaching high SNR in the
communication link, hence higher throughput, better reliability and a larger coverage can be
obtained. Figure 3.23 depicts the MIMAX BB processor.
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Figure 3.23: Block diagram of the MIMAX BB processor architecture. The blocks in orange
allow MIMAX weights calculation and application.

1MIMO transmitters/receivers need parallel spatial baseband chains at both transmit and receive sides as
the number antennas used for communication increase, entailing higher power consumption and costs.
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Figure 3.24: Spatial MIMO beamforming.

3.9.1 Beamforming in MIMAX

Beamforming is a signal processing technique which is aimed at steering the transmission
energy in the desired direction through the use of antenna arrays and weights application.
There exist different goals when using beamforming, whether it is applied at the transmit or
at the receive side.

Figure 3.24 depicts a typical spatial MIMO beamforming for a MIMO scheme. The
beamforming weight vectors can be applied both at the transmit side, wT , and at the receive
side, wR. The weights at both transmit and receive sides multiply the signals according to

xi = siwi i = 1, . . . , nT (3.5)

rj = yjwj j = 1, . . . , nR (3.6)

We assume, as we did in (2.43), that the MIMO channel is non-selective in both frequency
and time. The weight vectors, although they have been presented independent of time, they
can also vary with time, so we can add a temporal dependence as wT [n] and wR[n].

MIMAX is based on the application of transmit and receive beamforming in RF, as
depicted in Figure 3.25. The weights are calculated within the BB processor and applied at
RF. However, this is a further step to carry out since the components that apply the weights
(vector modulators) are of great complexity.

3.9.2 MIMAX baseband implementation

A simplified version, therefore, involves the application of the weights in BB, which leads
to digital beamforming. This MIMAX emulation includes a digital beamformer for both
transmit and receive sides in a 4 × 4 scheme. Figure 3.26 depicts the block diagram for the
application of the weights at both sides of the link. Moreover, this block diagram is the
design to follow when measuring the 4 × 4 MIMO channel, i.e. in the TX and RX nodes of
the GTAS MIMO testbed presented in Section 3.9.3

For each transmit/receive antenna, the I and Q transmit/receive signals were multiplied
by the suitable weights for each part of the frame. The digital beamformers implemented in
the FPGA of each node are based on digital complex multipliers that use prestored weights
quantized using 16 bits. These weights can be applied in a symbol by symbol basis (i.e. a
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specific weight during each OFDM baseband symbol) or even in a sample by sample basis
(i.e. different weights for every baseband sample). Figure ?? depicts the complex multiplier
scheme.

At the same moment that MIMAX procedure was being defined, the GTAS group started
to design a methodology for measuring the frequency response of the wideband MIMO chan-
nel, using multifrequency signals (see Chapter 4). The need of measuring the MIMO channel
in MIMAX led us to develop a channel estimation methodology using 802.11a frames. This
procedure is presented in Section 3.9.3 and the comparison results with the methodology
presented in Chapter 4 are put forward.

3.9.3 MIMAX channel estimation

The weights values depend on the channel state knowledge at both sides (see Section 3.9.3.
Due to this, one substantial part of the BB work has focused on the study and development of
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Figure 3.28: Weight values for a 4× 4 MIMAX training frame.

the most appropriate techniques for MIMO channel estimation. Among the different options,
least squares (LS) channel estimation (the one that is carried out in 802.11a) has been chosen.

The problem arises when estimating the MIMO channel using 802.11a frames, i.e. the 4×4
MIMO channel has to be estimated from the transmission/reception of a single frame under
different transmit-receive beamformers. Therefore, an 802.11a training frame called MIMAX
training frame was created to allow the estimation of the MIMO channels (see Figure 3.27).

It includes 16 training symbols, each multiplied by different beamforming vectors. The
MIMAX channel estimation block measures the 4×4 MIMO channel based on the 16 OFDM
training symbols of the received MIMAX II frame. The MIMAX training symbols (TWx) are
transmitted affected by the 16 weights in order to estimate the 16 SISO equivalent channels for
the 52 active subcarriers. Concretely, Figure 3.28 depicts the necessary set of transmit/receive
weights to estimate a 4× 4 MIMO channel.

A typical experimental procedure involves the transmission/reception of a MIMAX train-
ing frame using two nodes of the GTAS MIMO testbed, as depicted in Figure 3.29.

The resulting 4× 4 channel estimates are depicted in Figure 3.30.
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Figure 3.29: MIMAX channel measuring procedure.
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Figure 3.30: LS MIMAX 4× 4 channel estimation results.

A large amount of measure have been carried out with MIMAX channel estimation pro-
cedure. The obtained results results confirm that the channel, in static environments, does
not change and can be considered deterministic [Hashemi, 1993b].

3.10 Conclusions

In this chapter we focused on the experimental evaluation of MIMO systems. Concretely, we
briefly defined the MIMO testbed concept in the context of wireless communications research,
outlining the flexibility and potential they offer, summarizing their capabilities and features.

We also introduced the COTS-based Lyrtech nodes. The idea of acquiring MIMO nodes
based on COTS modules is justified by the savings in time, manpower and the amount of
a priori required knowledge and time. The hardware of the nodes is described, along with
the particularities and impairments that this kind of equipment imply. The performance of
these nodes is similar to that offered by typical commercial devices, thus being suitable for
evaluating the performance of wireless communications systems in realistic wireless scenarios.

As the main contribution of this chapter, we present a novel software method to con-
trol Lyrtech nodes, which is based on a web-based architecture. We then can refer to our
GTAS MIMO testbed as a powerful and flexible tool consisting of three Lyrtech nodes, to
test MIMO devices and algorithms provided with with remote control handling. The new
hardware/software architecture involves a huge improvement when testing MIMO algorithms
or devices, since it allows multiuser schemes, cooperative communications, etc. Moreover, it
allows offering its capabilities to the whole wireless research community.

Finally, as an example, the MIMAX project has been introduced, and a MIMO channel
estimation methodology based on time-varying beamforming is described. The experience
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gained working in this project was of paramount importance for the next chapters of this
dissertation.
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Chapter4
Multifrequency methodology for

measuring MIMO channels

This chapter arises from the need of measuring and characterizing multiple-input multiple-
output (MIMO) channels, as we did, for example, in Chapter 3 within the MIMAX project.
Two main objectives turn up. First, the need of assessing MIMO algorithms using realistic
channel models, i.e. WINNER [WINNER II, 2006], or, even better, with realistic MIMO
channel measures. The second involves validating the MIMAX channel estimation procedure,
presented in Chapter 3.

Our main concern relies on how to measure the MIMO channel. The GTAS group does
not have dedicated equipment, e.g. channel sounders, or alternative solutions which will
imply a great expense. Nevertheless, thanks to the availability of the GTAS MIMO testbed
and the flexibility it offers, we are able to accomplish this task without extra equipment.

We propose a methodology for measuring MIMO channels in the frequency-domain using
the GTAS MIMO testbed. It involves the transmission of a set of frequency- and phase-
optimized complex exponentials within the bandwidth of interest. Subsequently, these signals
are acquired through the receive antennas for, subsequently, being estimated offline using a
frequency estimation algorithm. Concretely, in this final stage, the amplitude, phase and
frequency of the received complex exponentials are estimated by means of a high-accuracy
non-parametric frequency estimation method based on the fast Fourier transform (FFT),
which is referred to as the iterative weighted phase averager (IWPA) [Santamaŕıa et al., 2000]
algorithm. The use of this algorithm avoids the need of additional circuitry or cables to syn-
chronize transmitter (TX) and receiver (RX) setup. Moreover, in presence of signal changes
caused by movement, this algorithm is able to estimate the doppler frequency. The method-
ology requires minimum real time signal processing provided by the FPGA, involving inter-
polation and decimation. These simplifications do not avoid a thorough calibration at both
TX and RX sides.

Its implementation in GTAS MIMO testbed exhibits good performance which characteris-
tics are compared with some other equipment. Moreover the proper behavior is verified since
the measurement results are compared with those measured by specific channel measurement
instrumentation, e.g. vector network analyzer (VNA). Subsequently, an exhaustive analysis
of the most important parameters derived from the measured MIMO channels is carried out.

The proposed methodology is presented in two steps. The first one involves measuring
single-input single-output (SIMO) channels, comprising the generation and conditioning of
the excitation signals as well as the offline estimation technique. The second one extends the
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method to a MIMO scheme by implementing a switching-in-time transmission that allows
TX identification at the RX side.

This chapter is organized as follows: Section 4.1 introduces the problem of MIMO channel
measuring, describing the required signals, techniques and instrumentation to carry out this
task. Section 4.3 presents the design steps for carrying out a SIMO channel characterization,
from the generation of the signals to the estimation algorithm at the receiver side, including
all kind of signal processing performed at the TX. In Section 4.4 we present the multiplexing
and identification techniques to be able to extend the SIMO estimation procedure to MIMO.
In Section 4.5, the implementation in our MIMO testbed is described. Also, we present
the calibration steps and the optimal ranges and proper behavior of our MIMO estimation
methodology. Moreover, the main features of the measurement campaign are described.
Section 4.7 presents an example of the obtained MIMO channel measures and the possible
parameters that can be extracted from that measures. Finally, in Section 4.10, the main
conclusions are summarized.

4.1 Measuring the MIMO channel

Although theoretical studies may be of interest for channel characterization and sys-
tem design, measurements in real scenarios are required in order to properly character-
ize the wireless channel and to validate the proposed channel models and/or algorithms
[3GPP, 2013, Correia, 2006, WINNER, 2006, WINNER II, 2006]. During the last fifteen
years, there has been a growing effort by the international community to study the wireless
channels. Regarding MIMO systems, various equipments for measuring the MIMO channel
have been developed and, as a result, substantial number of measurement campaigns have
been carried out.

Different purposes may be devised in a measurement campaign, which also set the
type of measurement system or testbed. Also, multiple features must be considered in
the setup of a measurement campaign, such as type and number of antennas, polar-
ization, frequency of operation, bandwidth or environment [Wallace et al., 2003]. The
initial measurements for MIMO systems reported in the literature were aimed to char-
acterize the radio channel: PDP, K factor for LOS situations, multipath characteriza-
tion, etc., including multi-antenna and double-directional features as the spatial correla-
tion [Weichselberger et al., 2006, Kermoal et al., 2000], for both narrowband and wideband
cases. Some of these measurements were used to validate MIMO channel models or for
the test of proposed algorithms and transceiver schemes. Finally, in recent years some sys-
tem prototypes including MIMO features have been developed or are under development
[i. Fábregas et al., 2006, Caban et al., 2006]. The evaluation of these prototypes provides the
more complete but also the more complex system characterization, and is of great interest
from the point of view of manufacturers and system designers.

Channel characteristics are fundamental in various respects: first, standards development
must obey them to result in justified radio transmission technologies. Then, system design
must be based on channel parameters that compactly describe the channel especially for
channel simulation. Finally, performance assessment of candidate system prototypes again
relies on valid channel parameters and realistic channel simulation. Therefore, a reliable
channel characterization can be based only on appropriate channel measurements.
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4.1.1 State of the art and background

The evolution of communications systems has dramatically increased the demand for wide-
band measurements. In this section, we present different equipment along with a brief de-
scription of several techniques for measuring the MIMO channel.

To perform MIMO channel measurements there exist dedicated hardware such as channel
sounders [RUSK, 2012, Kivinen et al., 1999b, Maharaj et al., 2008]. An outstanding example
of this equipment is the RUSK system which allows measuring a maximum bandwidth of
240MHz, which produces a 3.12 ns resolution. The system captures the signal with an eight
bit 640MHz analog to digital converter (ADC). It is capable of recording at a rate of 320MB/s
using four disk arrays in parallel controlled by a proprietary interface.

Commercial channel sounders still face up with several disadvantages:

• The rubidium clocks of the two units of the channel sounder are synchronized at the
beginning of the measurements. However, after some time, the two rubidium clocks
starts to diverge and the synchronization is lost. This will create a shift in the absolute
delay of the measured impulse response.

• Multi-antenna channel sounders are bulky. This makes the practical organization of the
measurement campaign difficult: trolleys must be used to move the channel sounder,
narrow doors should be avoided, etc.

VNAs [Howard and Pahlavan, 1990, Molina-Garcia-Pardo et al., 2008], see Figure 4.1,
can also be utilized for performing MIMO channel measurements. A vector network ana-
lyzer (VNA) is used to measure the transfer function of the radio channel in the frequency
domain. The start frequency, stop frequency and the frequency steps can be adjusted. Using
a VNA, we can measure the magnitude and phase of the forward transmission gain S21 as if
we were exciting a test circuit (in this case the RF channel) with a single sine wave. This is
repeated for a number of equally spaced frequencies within the bandwidth of interest. The
advantage of using VNAs for channel sounding is that the measurement is very accurate, and
that wide bandwidths can be measured. The disadvantage is that cables have to be used from
the VNA to the TX antenna(s) and from the VNA to the RX antenna(s), which limits the
range of the measurements. Also, due to the power loss over the cables, the dynamic range
of the measurement setup is reduced.

Frequency domain channel sounding using VNAs has two major drawbacks. First, step-
ping a synthesizer over a large bandwidth in small steps is time consuming, and secondly, it
is impossible to make mobile measurements due mainly in part to the strict timing reference
requirements, which can be accomplished only through a wired system.

In summary, both channel sounders and VNAs are expensive equipment that are not
usually available in research/development laboratories, mainly in signal processing ones where
we carry out other experiments. The parameters that can be used for the measurement are
more restrictive for a channel sounder than for a VNA.

Also, as presented in Chapter 3, the interest in MIMO techniques has led to a prolific
work in MIMO equipment for measuring the wireless channel, often making use of testbeds.
These testbeds [i. Fábregas et al., 2006, Caban et al., 2006, Ramı́rez et al., 2008] allow wire-
less transmissions, online processing and data storage.

MIMO channel sounding techniques [Thomä et al., 2005] can be classified in accordance
with two criteria: the excitation signals that determine the characterization domain (time or
frequency) and the multiplexing technique that allows for TX antenna identification.
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Figure 4.1: Vector Network Analyzer (VNA).

Excitation signals

The excitation signal choice is a key aspect in channel sounding since it determines the
following signal processing to be applied and has implications on the hardware. The first
sounding experiments were carried out by using single-tone continuous wave (CW) signals.
In this technique, the tones are stepped across a band of frequencies to measure the channel
frequency transfer function. Large variations are then observed in the amplitude and phase
of the received signal, these variations are a result of the random phase additions of signals
arriving over many scattered paths. Through the years, models like Jakes [Jakes, 1994] have
shown reasonable agreement with single tone measurements of the fading envelope.

As one can imagine, the tone stepping method is too slow for mobile channels. A faster
alternative would be to perform a real-time frequency domain channel measurement by ex-
citing all frequencies simultaneously and attempting to process and/or record the reception
in real-time. There are two techniques available. The first one uses a swept frequency (chirp)
signal instead of single tone stepping, but the frequency sounding is still sequential. The
other uses a multi-tone signal and, at this time, the RUSK [RUSK, 2012] channel sounder is
the best representative of this technique, which is also known as frequency domain correlation
processing. For both techniques to work in mobile channels, they require at least real-time
recording of baseband complex symbols.

This was sufficient as long as only the narrowband channel behavior was of interest. In
order to achieve high delay resolution, sequential sounding [Baum et al., 2000] at a number of
different frequencies was developed. Among the drawbacks, first, stepping a synthesizer over
a large bandwidth in small steps is time consuming and, secondly, it is impossible to make
mobile measurements due mainly in part to the strict timing reference requirements, which
can be accomplished only through auxiliary wires (devoted to synchronization). On the other
hand, it provides the best multipath resolution and very small storage requirements.

The pulse compression approach is well known from spread spectrum technology and
makes these signals very useful for real-time identification of time-delay systems since all
frequencies are instantaneously excited and a considerable signal-to-noise ratio (SNR) pro-
cessing gain is achieved in the time domain by correlation. An example of these excitation
signals are the periodic pseudo random binary sequences (PRBS) [Kivinen et al., 2001] or
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pseudo random noise sequences (PRNS) [Peigang et al., 2004, Kivinen et al., 1999b]. They
can be generated easily and they serve as broadband excitation signals. This is applied
in the classical swept time-delay cross-correlation sounder implementation [Parsons, 2000].
The disadvantage of this principle, working sequentially, is again the long measurement
time which prohibits real-time operations. Pulse compression using the chirp technique
[Kemp and Bryant, 2004, Chung et al., 2005, Salous and Razavi-Ghods, 2004] has proven to
be a powerful method for measuring the channel response since it avoids transmitter peak
power limitations and offers excellent interference rejection capabilities. In general, the ap-
plication of chirp signals for mobile radio channel characterization has always been limited
by the capabilities of modern digital technology.

Finally, a flexible concept of excitation signals for measuring channel frequency response
are multi-frequency signals [Thoma et al., 2000, Maharaj et al., 2005, Sakaguchi et al., 2002,
Wirnitzer et al., 2001]. This approach is well known from frequency-domain system identi-
fication in measurement engineering. The advantage of this kind of signals is that channel
frequency response can be measured at desired frequencies. These signals present high PAPR
levels which can be reduced by numerical optimization. The difference in comparison to
PRBS is that phases and magnitudes of Fourier coefficients can be arbitrarily chosen in order
to optimize the system performance.

Multiplexing techniques

A MIMO channel sounder measures the channel response matrix between all nT antennas at
the TX side and all nR antennas at the RX side. This could be carried out by applying a
parallel multiple-channel TX and RX. However, truly parallel systems are not only extremely
expensive, but also inflexible (when considering changing the number of antenna channels)
and susceptible to phase drift errors.

The resolution and capability of a channel sounder is determined by the choice of the
hardware architecture and multiplexing strategy. There are three multiplexing schemes for
MIMO channel measuring [Sakaguchi et al., 2002]: time division multiplexing (TDM), code
division multiplexing (CDM) and frequency division multiplexing (FDM).

The aim of MIMO TDM is to distinguish the TX antennas as well as reducing com-
plexity and cost. Multiple sequentially switched antenna arrays at both ends, denoted as
fully-switched systems [Wirnitzer et al., 2001, Kivinen et al., 1999b], make use of a multi-
plexing unit that is used to step a single RF chain through all TX/RX antenna elements
sequentially in time. In a semi-switched system [Peigang et al., 2004, Salous et al., 2005,
Salous and Razavi-Ghods, 2004], receivers operate in parallel whereas a switching scheme is
implemented at the TX. The use of parallel receive channels allows high resolution measure-
ments of the radio environment without further reducing the effective sampling rate of the
channel. This scheme is not suitable for real-time channel measurement and has some ma-
jor drawbacks such as the requirement of precise synchronization between TX and RX and
accuracy reduction during switching time. Figure 4.2 shows the switching time frame of a se-
quential MIMO sounder using antenna arrays at both sides of the link [Parsons, 2000]. Each
rectangular block in the figure represents one period of the TX/RX signal. Synchronous
switching at the receiver and TX is required in order to clearly assign the received signal
periods to any input-output combination of the channel matrix.

Switching can be avoided using parallel transmitters and parallel receivers
[Takada et al., 2001]. Clearly, the more elements that are used, the greater the requirement
for using parallelism within the system. Moreover, the snapshot time (i.e. the time over all
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Figure 4.2: Fully-switched scheme.
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Figure 4.3: Semi-switched scheme.

temporal multiplexed channels) is significantly reduced if we compare with a fully-switched
scheme. This approach supports FDM and CDM, each with different advantages/drawbacks.
With FDM, a subset of the spanned frequencies are assigned to each antenna, thus they do
not all characterize the channel at exactly the same frequencies. CDM will give excellent
discrimination between antenna elements provided that a low correlation between codes is
maintained within the channel being sounded. Unfortunately, as the channel is a multipath
one, the cross-correlation between codes at non-zero delays is important.

4.2 Proposed scheme

Once we have gathered information regarding the different techniques and methodologies for
measuring the MIMO channel we can decide which strategy to put in practise according to
the available hardware. Given that we have a MIMO testbed in our laboratory and we can
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not afford the expenses that acquiring commercial equipment entails, we use the testbed to
measure the MIMO channel.

Our proposal involves the design of a semi-switched strategy, switching at the transmitter
and parallel reception, regarding the multiplexing technique. For the excitation signals, we
opt for frequency-domain system identification using multi-frequency signals. Concretely,
complex exponentials are used.

The next section presents the SIMO case and, subsequently, it will be extended to MIMO.

4.3 SIMO channel measurement procedure

This section describes the procedure for measuring a SIMO channel (see Figure 4.4). Firstly,
we need to generate a robust signal with the objective of mitigating common issues such as
local oscillator (LO) leakage, in-phase and quadrature (I/Q) imbalance and frequency offset.
The signal generation and its optimization is presented in Subsection 4.3.1. After that, the
received signal is stored and processed at the receiver applying the algorithm described in
Subsection 4.3.2.

4.3.1 Transmit signal design

Among the feasible signals to transmit in order to measure the MIMO channel, multifrequency
probing signals are chosen due to their spectral flexibility, i.e. they allow any choice of test
spectrum. The following lines describe the signal design in detail as well as the necessary
steps to choose the right excitation parameters focusing the minimization of hardware effects.

From Figure 4.4 we define s[n] as a discrete signal of length N samples which consists of
M complex exponentials placed at certain equally spaced frequencies, fi:

s[n] =
M∑

i=1

Aie
j(ωin+φi) n = 0, . . . , N − 1, (4.1)

where φi are the phases, Ai are the amplitudes and ωi are the frequencies

ωi =
2πfi
fs

, (4.2)

where fs is the sampling frequency.
The frequency domain representation of s[n], i.e. the output of the NFFT point discrete

Fourier transform (DFT), can be written as
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Figure 4.5: Example of exponential signals spectra, M = 20.

S[k] = A[k]ejφ[k] k =

[

−NFFT

2
, . . . ,

NFFT

2
− 1

]

. (4.3)

Figure 4.5 depicts an example of the spectra, for M = 20 complex exponentials,fs =
26MHz and NFFT = 256.

This methodology is intended to be performed over a large variety of devices. Therefore,
signal design must be carefully handled in order to avoid typical impairments that occur
along the transmission chain. Examples from this are LO leackage, I/Q imbalance, etc. Since
the methodology is based on the DFT, we impose several constraints:

Constraint 1. Exponentials’ frequencies must be lined up with DFT sampling, i.e. ki =
ωiNFFT

2π
, in order to make them orthogonal. That is,

S[k] =

{
Aie

jφi , if k = ki
0, otherwise.

(4.4)

Constraint 2. To ensure an equispaced channel excitation, the same separation among ex-
ponentials ∆wi = constant is chosen. In terms of used DFT bins spacing, ∆ki, this can be
summarized as

∆ki = constant ∀i. (4.5)

Constraint 3. In order to avoid the presence of the LO leakage, we impose

S[0] = 0. (4.6)

The phase and amplitude imbalance existing in the I/Q modulator besides I/Q branches
imbalances introduced by filtering, amplifications and D/A and A/D conversions are consid-
ered as an effect called I/Q imbalance. This impairment has been presented in Chapter 3
Section 3.3.

Constraint 4. A simple solution in order to avoid the impact of the crosstalk, when dealing
with symmetrical exponentials, due to I/Q imbalance, is shifting the whole spectrum one DFT
bin around the RF frequency in such a way that

S[k] 6= 0 ⇔ S[−k] = 0. (4.7)
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It is obvious that, according to Constraints 1 to 4, the separation between used DFT bins
must be an integer value fulfilling

∆ki ∈
[

3,
NFFT − 1

M

]

. (4.8)

Furthermore, these constraints and other parameters such as the desired bandwidth to
be measured, B, and the frequency resolution, ∆f , determine the number of exponentials,
M , and frequencies, fi, to be chosen. As a drawback, this kind of multifrequency signals also
leads to a large peak-to-average power ratio (PAPR) so, aiming at its reduction, the search
of the optimal phases, φi, must be performed.

Number of exponentials (M ) and frequencies (fi) calculation Two key design parameters
of a frequency-domain channel measurement system are the bandwidth of interest, B, and
the frequency resolution, ∆f . Furthermore, other common limitations that come up from
hardware are a predefined set of sampling frequencies, fs, and a limited processing power (i.e.
maximum affordable length of DFT), NFFT .

Subsequently, algorithm 4.1, that calculates M and fi considering B, ∆f , fs and NFFT as
input parameters, is described. This algorithm strictly fulfills the hard constraints imposed
in Subsection 4.3.1 while trying to fit the soft constraints pointed out as input parameters.

Input: B, ∆f , fs, NFFT

Output: M , {fi}

M =

⌊

B

∆f

⌋

∆kmin = 3, ∆kmax =

⌊

NFFT

M

⌋

∆k
′

= arg min
∆kmin≤∆k≤∆kmax

∣
∣
∣
∣
∣

∆k

NFFT
· fs −∆f

∣
∣
∣
∣
∣

for i = −
⌊

M

2

⌋

to

⌊

M

2
− 1

⌋

do

ki = 1 +∆k
′

fi = ki
fs

NFFT

end

Algorithm 4.1: Developed procedure to obtain the number of exponentials, M ,
and their frequencies, fi.

Phases (φi) calculation The choice of the proper signal phases tries to avoid an inefficient
use of the dynamic range of the electronic devices due to a high PAPR. Power peaks derived
from phase alignments may cause nonlinear effects 1 giving rise to intermodulation products

1It is important to differentiate between the nonlinear effects that affect the envelope of the signal, derived
from e.g. the power amplifier (PA), up/down conversion, etc., from the ones that affect the I and Q of the
signal, starting out in ADCs and DACs when saturation exists.
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Figure 4.6: Block diagram of the phase optimization procedure and crest factor correction.

that can distort other exponentials. Low PAPR signals are distinguished by a flat time
domain envelope.

This phase optimization is carried out by modifying a minimization algorithm
[der Ouderaa et al., 1988] that relies on a mixture on clipping and phasing strategies. The
goal of this modification is simultaneously minimizing the crest factor (square root of PAPR)
of s[n] real and imaginary parts.

Therefore, considering the discrete signal s[n] = sI [n] + jsQ[n] of length N and denoting
as sIpp and sQpp the peak-to-peak amplitude of real and imaginary part respectively, we have
the following definition for the real and imaginary crest factor

KrI =
sIpp/2

2

√
√
√
√ 1

N

N−1∑

n=0

sI [n]
2

KrQ =
sQpp/2

2

√
√
√
√ 1

N

N−1∑

n=0

sQ[n]
2

. (4.9)

Several closed-form expressions have been proposed to obtain the suboptimal phases for
multifrequency signals. Newman phases [Boyd, 1986] will serve us as a starting point on our
phase optimization procedure, which is depicted in Figure 4.6. The assigned initial phases
and amplitudes to the i-th complex exponential (for both real and imaginary parts) are

φi = π · (i− 1)2

M
1 ≤ i ≤ M. (4.10)
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Figure 4.7: Comparison of the transmitted signal envelope before and after crest factor
correction.

First, the time domain signal s[n] is built with the initial amplitudes and the Newman
phases. Then, the crest factor calculation is performed. The real (sI) and imaginary (sQ)
components are clipped (sIc and sQc respectively) in the time domain to cut off the peaks.
Subsequently they are combined and the DFT is performed to obtain the new phases, φi,
and amplitudes, Ai. This procedure is cyclically repeated until both real and imaginary crest
factors are lower than a threshold (KrI < Kend & KrQ < Kend). With few iterations, a

quasi-optimal solution (a multifrequency signal with peak envelope around
√
M ) is obtained

for signals with the same amplitude (peak envelope = M). This fact is noticeable in Figure
4.7, where M = 20, fs = 26MHz and NFFT = 256.

4.3.2 Signal processing at the receiver side. IWPA algorithm

After generating the signal at the TX, we must prepare the receiver in order to acquire
it through the receive antennas and estimate its amplitude, frequency and phase using the
IWPA algorithm.

This algorithm is a high-accuracy non-parametric frequency estimation method based on
the FFT. It is able to provide accurate frequency estimates even when the signals are not well
separated in frequency (even less than 1/T , where T is the observation time of the signal).
At first it was intended for estimating the signal peaks obtained from the vibration analysis
in rotative machines [Santamaŕıa et al., 2000]. Here, it allows the amplitude, frequency and
phase estimation of the received signals. Moreover, it has been modified in order to deal with
complex exponentials instead of sinusoids. This method is able to reduce both the short- and
long-range spectral leakage.

Since we do not intend to perform a physical synchronization by means of auxiliary cables
or additional hardware (i.e. GPS disciplined oscillators), the signal processing at the receiver
side must handle this issue in order to ensure a proper synchronization.

The received signals, according to Figure 4.4, can be expressed as
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Figure 4.8: Received signal and IWPA estimation (zoomed area).

r[n] =
N∑

i=1

A
′

i · ej(ω
′

in+φ
′

i) + w[n], (4.11)

where w
′

i are the frequencies of the received signals, φ
′

i are the phases, A
′

i are the amplitudes,
and w[n] is Gaussian white noise.

First, the FFT is performed to obtain the spectrum of r[n]. The frequency of the received
complex exponentials, f̂

′

i , is estimated as the frequency corresponding to the largest FFT
output coefficient magnitude (coarse estimation) and a frequency interpolation of these results
(fine estimation). Subsequently, a new complex exponential v[n] is generated

v[n] = ejω̂
′

in, (4.12)

where ω̂
′

i = 2πf̂
′

i/fs. By means of the matched filter

ĥ =
1

N

Nfft∑

n=1

v∗[n] · r[n], (4.13)

the amplitude Â
′

i = |ĥ| and phase φ̂
′

i = arg(ĥ) are estimated (see Figure 4.8). Once an
exponential is detected, its contribution is subtracted from the initial spectrum and the
procedure starts again. A key point of the IWPA method is that each time a new frequency
is estimated, all previously computed frequencies, amplitudes and phases are reestimated.

From the quotient among the exponentials’ complex values, Â
′

ie
φ̂
′

i , and the transmitted
ones, Aie

φi , the frequency response of the channel, H(fi), is estimated. It is important to
notice the advantages that this frequency estimation offers dealing with frequency offsets.
These issues derive from a LO mismatch between TX and RX. The IWPA, since it is able to
detect the higher received peaks, is able to correctly detect exponentials as well as to calculate
the frequency offset. The use of this algorithm gets rid of developing any synchronization
step between TX and RX equipment, causing lower equipment costs and more flexibility and
simplicity at the time of carrying out field measurements.
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Figure 4.9: IWPA performance against LO offset.

As seen in Chapter 3, any transmission/reception using an RF front-end is troubled
by impairments such as I/Q imbalance, that can be corrected using the constraints and
calibration; and carrier frequency offset (CFO), which can be solved using auxiliary cables
or using the IWPA algorithm. The CFO is simulated in order to check and compare the
behavior of two frequency estimation algorithms: the proposed IWPA and the simple FFT.

A possible cause of error can be provoked by the LO offset or by doppler, the latter due to
motion. We have tested our methodology against this impairment. In Figure 4.9 we analyze
both FFT and IWPA performance against LO offset, realizing that IWPA outperforms FFT
since it more precisely estimates each complex exponential. Concretely, IWPA is able to
recover the original amplitude of the complex exponentials in any case. For these results we
consider M = 20, fs = 26MHz and NFFT = 1024. In is important to point out that, as the
NFFT value decreases, the performance of the FFT gets worse.

4.4 Extension to MIMO channels

Once the methodology for measuring SIMO channels has been described, the next step in-
volves dealing with a MIMO scheme. To that end, we follow the same procedure described in
Section 4.3 as many times as the number of TX antennas. A switching in time algorithm is
proposed for multiplexing the transmissions along with a transmitter identification technique
to correctly label them.

4.4.1 Multiplexing technique

This procedure is based on the idea of sequential sounding, following a semi-switched strategy.
An orthogonal transmission must be carried out in order to identify each TX antenna at the
RX nodes. Regarding this issue two schemes are studied: a frequency-orthogonal transmission
technique and a time-orthogonal transmission technique [Molina-Garcia-Pardo et al., 2008].
The former involves that each TX antenna uses its own orthogonal set of frequencies to
transmit the probe signal. The latter alternates the transmission of s[n] and zeros in or-
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Figure 4.10: Time diagram representing the transmission/reception scheme for our 4 × 4
antenna configuration.

der to produce orthogonal transmissions in time. The time-orthogonal alternative is finally
developed due to its simplicity.

Figure 4.10 represents the transmission diagram of our semi-switched scheme for a 4× 4
antenna configuration. The transmitted signal through antenna 1 is denoted as s1[n], the
transmitted through antenna 2 denoted as s2[n], etc. The fact of utilizing parallel receivers
provokes that the necessary time for measuring a SISO channel coincides with the time
necessary to measure a SIMO channel, TSISO = TSIMO. The overall time required to estimate
the MIMO channel is denoted as Tsnapshot.

This idea is the base for the TX identification procedure (see 4.4.2). The guard intervals,
τs and τl, are the key point to solve this issue.

Our system is able to transmit the sequence depicted in Figure 4.10 one after another
(MIMO channel snapshots estimated consecutively) which means that the time among mea-
surements, Tmeas, is the same as the duration of the snapshot, Tmeas = Tsnapshot. It is also
possible to introduce ’no transmission’ gaps among sequences, Tsleep, which means that the
measurement time will be Tmeas = Tsnapshot + Tsleep. Tsleep is a time interval defined by the
user (e.g. any pause or sleep time). This interval allows changing the measurement time,
thus affecting Doppler performance, etc.

4.4.2 Transmitter identification

As stated at the beginning of this section, the second objective of the extension to MIMO
channels is to identify the signals at the receiver that correspond to the adequate TX. To this
end, we insert different guard intervals among the transmissions in a way that we can, by
means of an energy detector, identify one of the transmitters (the one with the largest guard
interval).

Concretely, being nT the number of transmit antennas, the strategy carried out to identify
each one is based on prepending nT small guard intervals τs before each antenna transmission,
being the last one τl > τs (see Figure 4.10).

At the receiver we must ensure the presence of nT complete signal blocks in the received
signal r[n], as shown in Figure 4.11.
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Figure 4.11: Transmitter identification: a) Received signal, b) Energy signal, c) Correlator
output.

The energy signal, e[n], is built from the sum of the energy of each received signal ri[n]
by the nR receive antennas

e[n] =

nR∑

i=1

|ri[n]|2. (4.14)

To detect the energy, the signal e[n] is fed into a moving average (MA) filter of Lm equal
coefficients.

em[n] = e[n] ∗ hm[n] where hm =

{
1 0 ≤ n ≤ Lm − 1
0 otherwise

(4.15)

We can now locate the center of the largest guard interval by correlating the energy with
a pulse of length τl. Once we have identified it, knowing the transmission order, we can
correctly label the transmissions as depicted in Figure 4.12, and apply nT times the SIMO
methodology described in Section 4.3. It is marked in Figure 4.12 with stars the start of the
signal blocks which are obtained with the identification method. As explained previously,
between TX3 and TX4 the signal level is lower than among the other TX blocks.

4.5 Implementation in GTAS MIMO testbed

Once we have described the methodology in Section 4.4, and the hardware in which it has
been implemented (see details in Chapter 3), we address the setup and the measurement
procedure for measuring a 4× 4 MIMO channel using our testbed. As stated previously, this
methodology can be implemented in any system that consists of BB boards with DPUs and
RF capabilities. In this case, we present the necessary steps and particularities of running
it in our MIMO testbed. Subsequently, in order to illustrate the proposed methodology
performance, a measurement campaign is carried out in an indoor environment. Once the
MIMO channel frequency response, H(f), is obtained, a set of parameters can be extracted.
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Figure 4.12: Transmitter labeling.

4.5.1 Description of Measurement Setup

Figure 4.13 presents the testbed block diagram of two of the nodes of the GTAS MIMO
testbed. Although the MIMO channel can be measured from one node to several (multiuser
scenario), in this section we present the results using one node as the TX and another one
as the RX. We must point out that only one board per node is used; the TX uses its DAC
board and the receiver its ADC board.

We first generate in Matlab the signal at the TX and then, after the signal conditioning
steps presented in Section 4.3.1, we transmit the signals through the four transmit antennas.
Before transmission we must perform a necessary calibration in order to compensate the
responses of the transmit branches (see Section 4.5.2).

Logically, the implementation of the methodology in a MIMO testbed is constrained by
the limitations that it imposes. These limitations are:

• Number of TX and RX antennas limited to 4, although it is extendable to 8.

• Maximum 20MHz bandwidth in BB.

• Sampling frequencies of 52MHz and 104MHz, even though interpolation and decima-
tion are feasible (as outlined in Chapter 3).

• Carrier frequency among the ranges fc ǫ [2.4, 2.5] ∪ [4.9, 5.875] GHz.

• Size of the FFT, NFFT , constrained by the available memory.

The TX uses the VHS-DAC board to playback the signals. The FPGA of this board is
programmed in such a way that it uses a sampling frequency of 26MHz (with interpolation
by a factor of 2 within the FPGA), being able to playback the signals through 8 channels (I
and Q of the 4 transceivers). The RX uses the VHS-ADC board to acquire the signals at a
rate of 26MHz (with decimation by a factor of 2 within the FPGA).

4.5.2 System calibration

An essential part for the proper behavior of the methodology, once we aim at its implementa-
tion, is to determine an efficient calibration process. To separate the actual channel response
from circuitry effects, a back to back system calibration procedure must be performed by
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Figure 4.13: Block diagram of the 4× 4 MIMO testbed. Transmitter node (left) only using
DAC board and receiver node (right) only using ADC board.

means of a cable connecting in pairs every TX and RX antenna. This aims at ensuring that
the TX and the RX frequency response are removed from the measured data.

First, our objective is to realize how the impairments of the TX and RX chain affected
the measurements. To that end, as an example, the transmit antenna 1 of the TX node is
connected using a cable to a spectrum analyzer. Subsequently, we transmit M = 20 complex
exponentials with a flat spectrum (low PAPR). The frequency response is represented at the
spectrum analyzer and gives an idea of the frequency response of the transmit chain (RF
circuitry, BB filters, DAC, etc.) for the TX antenna 1. Figure 4.14 shows the setup and the
resulting complex exponential in the spectrum network analyzer for this initial test.

Back to back calibration

The previous measurements show that a back to back calibration is mandatory. This can
not be carried out with an spectrum analyzer since the phase also plays a role. So, we
connect each TX transceiver to each RX transceiver using auxiliary cables (for a total of 16
SISO combinations). Then, we transmit the low PAPR signal (fulfilling the constraints) and
we estimate the frequencies, phases and amplitudes of the received signals using the IWPA
algorithm. Hence, the obtained 16 frequency responses correspond to the frequency response
of the 16 TX and RX chains, respectively.

In summary, the procedure is as follows:

• Generate in Matlab complex exponentials with low PAPR, which frequency response is
X(f).

• Transmit through cables towards the receiver.

• Estimate at the receiver, using the IWPA, the amplitudes, phases and frequencies of
the received exponentials. We get the receive frequency response, Y(f).
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Figure 4.14: Setup for compensating the hardware.

• Calculate the actual physical channel between the TX and the RX as

Hcal(f) =
Y(f)

X(f)
(4.16)

Preparation for measurements

After back to back calibration, we need to know how to procedure if we want to carry out
channel measurements. The next steps need to be followed:

• Generate complex exponentials in Matlab fulfilling the constraints outlined in Section
4.3.1. Their frequency response is X(f).

• Transmit these signals through the MIMO channel and acquire them at the receiver.

• Perform the IWPA algorithm to obtain the frequency response of the receive signals,
Y(f).

• The true channel frequency response is obtained using

H0(f) =
Y(f)

X(f)Hcal(f)
(4.17)

4.5.3 System validation

This subsection aims at analyzing the optimal operation range of the methodology when it
is implemented in our GTAS MIMO testbed. Figure 4.15 represents the setup for carrying
out this validation between transmit antenna 1 and receive antenna 1. This must be done for
the rest of the combinations. Each TX/RX antenna combination is connected by means of a
cable and a 35 dB attenuator. This value is selected to avoid ADCs saturation for a transmit
power of 0 dBm, and with maximum low noise amplifier (LNA) gain at the receiver and a
VGA mid-range value.

As an example of the range that we can cover with this testbed, we calculate in free space
according to Friis formula for a loss exponent of 2, the propagation losses, L(dB), as
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L(dB) = 20 · log (d (Km)) + 20 · log (f (MHz)) + 32.5 (4.18)

where d represents the distance in kilometers and f the carrier frequency in MHz. For an
attenuation of 35 dB, the separation distance for transmitter and receiver is calculated as

d = 10
L( dB)−20·log10(f(MHz))−32.5

20 ≈ 25 cm. (4.19)

Precision

We consider an attenuation of 35 dB as the mean value returned by 1000 executions of the
IWPA algorithm when transmitting a power of −7 dBm (minimum power). The uncertainty
with a 95% confidence level for that mean is 0.37 dB. Regarding the FFT algorithm, these
values are 36.71 dB and 0.74 dB respectively. The linear estimated amplitude of the data is
assumed to be Gaussian distributed. These same results are obtained when TX and RX are
placed 1, 5 and 10 meters apart.

Following along the same lines, relating attenuation to distances to evaluate system pre-
cision, we vary the attenuation from 35 to 105 dB (in steps of 10 dB) which approximately
results in distances from 25 cm to 800m. This experiment allows to compare the precision
of both algorithms, FFT-based frequency estimation and IWPA, under different SNR condi-
tions. Also, this evaluation is useful for determining their optimal operating ranges.

When simulating a wireless channel with cables and attenuators, the achievable isolation
between TX and RX will often limit the calibration precision at high attenuation values. This
is due to the fact that power reaching the receiver through spurious radiation might dominate
over the attenuated power transmitted by the cables, when the attenuation is large enough.
In this case, this aspect is verified and the separation among nodes as well as the careful
shielding measurements ensures no spurious radiation, hence the precision is not affected.

The experiment results are depicted in Figure 4.16. As can be seen, when transmitting
with a power of −7 dBm, uncertainty noticeably grows up beyond 75 dB, being equivalent to
25meters of separation. That means that the optimal operation range covers from 35dB and
75dB of attenuation. Increasing the transmit power shifts both curves to the right which
enlarges the operating range the same quantity (e.g. additional 16 dB, from 35dB to 91 dB,
can be obtained by changing the transmitted power from −7 to 9.6 dBm). This last value
ensures avoiding the presence of nonlinearities. In summary, the overall range in meters varies
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Figure 4.16: Precision and operating range of the estimation methods used at the receiver:
FFT and IWPA.

from 0.25m to 250m. Figure 4.16 also justifies the use of IWPA since it outperforms FFT in
terms of uncertainty within the optimal operation range, as stated previously.

Accuracy

In order to show how realistic the system behaves, i.e. we want to compare the real channel
with the one measured with our system, we should compare it with any commercial measure-
ment equipment. We validate the proper behavior of our measurement system considering
a wired SISO scheme. The additional instrumentation to perform the validation involves an
Agilent N3383A programmable network analyzer (PNA) with a frequency range from 300 kHz
to 9GHz and a passive filter. We consider a bandwidth of 20MHz.

First, we calibrate both systems; our measurement system carrying out a back-to-back
calibration using a cable, and the PNA using the same cable along with the calibration kit.
Then, we connect a passive filter to the PNA ports and we measure its S21 (forward trans-
mission) parameter sweeping the frequency from 5 to 5.6GHz. This parameter is depicted in
Figure 4.17.

We choose a 20MHz representative window of the S21. This window is centered at fRF =
5.328GHz. The measure consists of 6401 points with 10KHz separation. We connect the
filter using the same cables from the transmit node to the receive node of our measurement
system and we run our methodology. Subsequently, at the same RF frequency, we measure
the filter response with our system. The results from both measurement setups are depicted
in Figure 4.18, showing that the proposed measurement system accurately reflects reality.
Since the measurement systems are calibrated, the vertical axis represents the attenuation
(in dB) introduced by the filter.

Another figure of merit to evaluate the accuracy of our methodology is to estimate the
SNR in the channel measures as the average ratio of the received power from the transmitted
signal versus the noise in the system. This parameter is deterministic and quantifies the
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Figure 4.17: Frequency response of the bandpass filter.
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Figure 4.18: Comparison of the S21 parameter using our technique and the results from
the PNA.

quality of the channel. The noise figure of the receiver and the received signal level at each
antenna are the main parameters that determine the value of the SNR.

We depict in Figure 4.19 100 measures of the actual physical channel, H0, obtained in
our lab. These channel realizations are measured along 90 seconds.

To illustrate the performance of the channel measurement methodology, we present in
Table 4.1 the estimated signal-to-noise ratio (SNR) of the channel measures in Figure 4.19.
Due to the precise calibration, we then take for granted that the center point of each cloud
is the actual value of the channel. Therefore, the SNR (in dB) is calculated as the inverse of
the variance of these group of points.
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Figure 4.19: MIMO 2 × 2 channel measures. Left: Receive antenna 1, right: Receive
antenna 2.

h11 h21 h12 h22

SNR (dB) 28.8073 22.3865 22.5993 21.7302

Table 4.1: Performance results: measurement of H0.

The obtained values confirm the great performance of the methodology. We assume that
the noise figure at the different RX antennas is the same, as well as the estimation error in all
cases. Therefore, the highest SNR values correspond to the channels with highest amplitude.

4.6 Comparison with other channel sounders

A performance comparison among different channel sounding schemes and the one we are
referring in this dissertation is presented in Table 5.2. As can be expected, these sounders
outperform ours by achieving a higher measured bandwidth (better time resolution), a better
frequency resolution and higher storage capacity. However, the use of a MIMO testbed
to implement the proposed methodology involves a cheaper solution besides reducing the
complexity since synchronization between nodes is not needed. For more details regarding
parameter calculations see Appendix A.

4.7 Experimental results

Once the measurement system is perfectly characterized and calibrated, we are ready to use
the GTAS MIMO testbed along with the presented methodology to measure wideband MIMO
channels.

A series of measurements are carried out with different purposes. On one hand, low-
mobility scenarios are considered as the straightforward way to present an example of channel
measures. On the other hand we make use of the concept nomadic which refers to a series of
low-mobility measurements carried out in different positions within a local area. This kind

4Results of Doppler bandwidth (DB) have been obtained using the expression: DB = K
TSISO·nT ·nR

for

fully-switched configurations and DB = K
TSISO·nT

for semi-switched configurations, where K = 1.
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GTAS HUT MEDAV RUSK Durham

Frequency RF (GHz) 2.4, 5 2.145, 5.3 1.8-2.5, 5-6 1.9, 2.1
Maximum antenna

matrix 4x4 32x32 8x8 8x8
(nR × nT )
Multiplexing

Semi-switched Switched Switched Semi-switched
scheme

Excitation

Multitone CW PRNS Multitone CW chirp

signal

Synchronization Not needed Rubidium Rubidium Rubidium
SISO measurement

time 24.6 8.5 6.4 78
TSISO (µs)
Doppler

4 10163 115 2441 1602
Bandwidth (Hz)

Maximum scatterer

45 57.9 60 56.84
velocity (Km/h)
Bandwidth de

20 100 120 300
(MHz)
Time

50 10 8.3 3.33
resolution (ns)

Table 4.2: Comparison of channel sounders: the one we are proposing in this paper (GTAS),
the one developed at Helsinki University of Technology (HUT) [Kivinen et al., 1999a], the
MEDAV RUSK [RUSK, 2012] and the one developed at Durham University (DURHAM)
[Salous et al., 2005].

of measurements will allow us to spatially average the measurements, which is quite useful
to obtain certain channel characteristics.

For performing all these measurements, we consider a 5.33GHz carrier frequency and
B = 20MHz bandwidth. The frequency separation between two consecutive exponentials is
∆f ≈ 1MHz and we consider a fs = 26MHz sampling frequency and NFFT = 256 DFT
points. In fact, the procedure described in Subsection 4.3.1 outputs M = 20 exponentials
separated ∆f ′ ≈ 1.015MHz. That means that the covered bandwidth extends from −9.95 to
9.34MHz around the carrier frequency.

4.7.1 Description of Measurements Scenarios

Figure 4.20 shows the layout of the measurement site in the GTAS lab at the University
of Cantabria. The laboratory is furnished with office equipments: tables, cabinets, PCs
and seats. Three scenarios are analyzed keeping fixed the receiver (RX in Figure 4.20). The
transmitter is placed in three locations. In the first one, TX 1 in Figure 4.20), the transmitter
is placed 3.5 meters away from the receiver, with a clear line-of-sight (LOS) between them.
In the second one, the transmitter (TX 2 in Figure 4.20) is located further away from the
receiver (≈ 12 meters) avoiding a clear LOS. In the third experiment, the transmitter (TX 3



88 Multifrequency methodology for measuring MIMO channels

RX

TX1

TX2

TX3

Figure 4.20: Node locations of the different experiments conducted at the laboratory of the
Advanced Signal Processing Group (GTAS).

in Figure 4.20) is placed out of the lab in the middle of the corridor. The transmitted power
ranges from −7 dBm to 9.6 dBm depending on the transmitter location.

As briefly explained previously, two different environments are considered, depending on
the mobility. In a low mobility environment the transmitter is kept fixed at each location
during each experiment. In the second environment, measures are taken by moving the
transmitter within a small local area (e.g. 900 cm2) among experiments but stood still during
them, so, no Doppler effect exists due to movement. This is usually referred to as a nomadic
scenario, whose aim is to obtain a statistical analysis by averaging the obtained measures in
space. Therefore, we can carry out, e.g. a correlation study as well as obtaining the wideband
parameters.

4.7.2 Low-mobility measurements

Low mobility measurements are carried out to study the time variability of the channel at
the different transmitter node locations. It is important to point out that neither people nor
scatterers are hanging around within the lab when conducting the measurement campaign.
As an example, the MIMO channel frequency response at position 1 is depicted in Figure 4.21,
considering Tmeas = 100ms and τsleep ≈ Tmeas − nT · TSISO = 100ms− 4 · 24.6 us = 99.9ms,
hence the 11 curves representing each SISO channel.

As can bee seen, these 11 curves are almost perfectly overlapping and cannot be individ-
ually resolved in the presented graphs. Therefore, we can state that in our lab, the MIMO
channel can be considered time-invariant when the environment is static.
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Figure 4.21: MIMO channel frequency response measured at position 1 (see Figure 4.20)
in a low mobility environment. 11 curves for each SISO channel are represented.

4.7.3 Nomadic measurements

Stochastic channel characterization has great implication on wireless communication system
design. Therefore, we carry out several MIMO channel measurement campaigns in a nomadic
scenario, using the proposed multifrequency methodology. From these results we expect to
obtain parameters derived from the statistic characterization that offers this kind of scenario.
TX and RX nodes are placed at locations TX2 and RX according to Figure 4.20. For all the
experiments, we cover a 20MHz bandwidth (20 exponentials are used) at the frequency of
5.6GHz.

MIMO channel histograms

Figure 4.22 shows the histogram representing the absolute value of MIMO channel. These
results come from 10000 realizations obtained with the RX in different positions. As expected,
the histogram follows a Rayleigh distribution. This is because of, although node separation
is relatively low, there not exist a predominant direct ray.

Wideband parameters estimation

To obtain wideband MIMO channel parameters, we conduct a series of measurements accord-
ing to the transmit and receive node locations. Let us consider a nomadic environment in
order to obtain wideband parameters: coherence bandwidth, Bc, and delay spread, στ . The
three transmitter locations are considered to make the wideband parameters comparisons
by varying certain parameters such as transmitting and receiving node separation, object
reflections, LOS/NLOS conditions, etc.

In a general manner, from H we can obtain the normalized frequency autocorrelation
function, Rh, according to 2.21, as

Rh(∆f) = E [H (f)H∗ (f −∆f)] . (4.20)
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Figure 4.22: Histogram that represents the absolute value of the channel response.

Then, from Rh we can graphically obtain Bc as depicted in Figure 4.23 considering
that Bc equals the frequency difference where normalized autocorrelation value is 0.5. The
rule of thumb to obtain the root mean square (RMS) delay spread in this case is given by
[Durgin, 2002]

στ =
0.2

Bc
. (4.21)

In Table 5.3, a summary of the obtained wideband parameters in a nomadic environment
is shown. The coherence bandwidth and delay spreads are obtained by averaging the results
of up to 1000 snapshots and all the 16 SISO channels. As was expected, and according to
these averaged results, the coherence bandwidth is observed to decrease as the transmitter
moves away with respect to the receiver. However, the decrease trend is not monotonically
since the coherence bandwidth is highly fluctuating due to multipath.

Transmitter Position Coherence bandwidth (MHz) Delay spread (ns)

TX1 9.185 22.736

TX2 8.275 26.207

TX3 7.796 28.165

Table 4.3: Wideband parameters.

Finally, these results are compared with those obtained with others extracted from related
publications in indoor environments [Medbo et al., 1999], confirming their validity.

MIMAX antenna tests

The measures provided by the proposed methodology are also used for calculating the cor-
relation in different antenna array configurations for the MIMAX [Óscar Gago et al., 2009].
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Figure 4.23: Example of coherence bandwidth calculation from the normalized autocor-
relation function for different channels: i) non frequency-selective channel, ii) intermediate
channel, iii) frequency-selective channel.

These antenna arrays, used both at TX and RX, consist of four elements constituting a 4× 4
MIMO system. The arrays are located in a plastic frame, which allows positioning the ele-
ments in different configurations for the four form factors. The correlation is investigated in
arrays with a laptop form factor (25 cm x 35 cm) and PCMCIA form factor (60mm×54mm).
The selected radiating element for making these tests is the Vivaldi MIMAX radiating ele-
ment working in the 5GHz band. More details are presented in [Óscar Gago et al., 2009]. As
an example, the antenna configuration for the laptop form factor is depicted in Figure 4.24.

The distance between the TX and the RX is variable; the RX is fixed and the TX is placed
in position TX2. The TX is moved randomly over a grid of 1× 1m along 100 positions (see
Figure 4.25). An average of these 100 realizations is carried out for each SISO channel (16
channels) for laptop and PCMCIA form factors (ideally, the signal level should be similar).

Considering 100 realizations of channel measurements, and four antennas in each side we
have the 4-dimensional channel matrix, H0, with dimensions: number of realizations, number
of exponentials, number of TX antennas and number of RX antennas.

For each TX antenna i and subcarrier, the correlation coefficient is obtained by means
of the Matlab function corrcoef, which calculates, for any RX antenna a and antenna b, the
following expression

ρiR =
C(a, b)i

√

C(a, a)iC(b, b)i
, (4.22)

where ρiR is the receive correlation coefficient between antenna a and antenna b, being C(a, b)
the covariance matrix. This calculation is also known as the sample covariance matrix. In this
case, instead of using correlation matrices, as described in Section 2.2.1, covariance matrices
play a role. For calculating the correlation coefficient between each pair of RX antennas (for
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Figure 4.24: Laptop antenna form factor.

1 m

1
 m

Figure 4.25: Measurement grid for the two array configurations.

a given TX antenna), the input argument of the function is a matrix with rows corresponding
to the number of realizations and columns to the number of RX antennas. Table 4.4 shows the
modulus of the maximum and the mean correlation coefficient obtained in each form factor
configuration. It is important to point out that the correlation coefficient includes both the
correlation of the channel plus the correlation among the antennas.

In both configurations, the mean correlation is low because polarization diversity is ap-
plied. However, higher correlation coefficients are obtained for the PCMCIA form factor, in
which the elements are closer to each other. Finally, the MIMAX project considered a laptop
form factor configuration.

4.8 Verification of the MIMAX channel estimation procedure

One of the first objectives of this methodology after verifying its proper behavior is to validate
the MIMAX channel estimation methodology presented in Section 3.9.3. To that end we
measure the MIMO channel with both strategies with the aim (hope) of obtaining the same
results.
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Form factor Maximum correlation coefficient Mean correlation coefficient

Laptop 0.2711 0.0331

PCMCIA 0.6299 0.0782

Table 4.4: Correlation coefficients (in modulus) of the different form factor configurations.
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Figure 4.26: MIMAX 4× 4 channel estimation results.

The measurement setup is as follows. We place the transmit node in TX1 and the receive
node in the RX position, according to Figure 4.20. We consider a bandwidth of 10MHz, since
MIMAX utilizes less bandwidth than the methodology proposed in this Chapter.

We first perform one channel snapshot of the 4 × 4 MIMO channel with the MIMAX
methodology given place to the results depicted in Figure 4.26. Then, we set a time difference
between both measurements of 5min. After this time, we run the methodology based on
multi-frequency signals, which results are shown in Figure 4.27.

As can be seen, both methodologies obtain practically the same results. In favor of
the multifrequency methodology, it is important to stand out that it avoids the presence of
intercarrier interference (ICI), a difficult task to resolve with the MIMAX methodology.

4.9 Success stories

After outlining the methodology, describing its implementation on the GTAS MIMO testbed
and presenting some results, it is also of high importance to make known the different uses
that this methodology has had so far. It has been used within the GTAS group and in other
research groups. Within this dissertation, it has been of high importance and sets the basis
for Chapter 5.
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Figure 4.27: Multifrequency 4× 4 channel estimation results.

First of all, we highlight the availability of the software to carry out channel measurements
under GTAS web page. Through the following link, the methods that allow measuring the
wideband MIMO channel can be downloaded

http://www.gtas.unican.es/testbed/downloads/remote_MIMO_Channel_Characterization.zip)

Its use provides a simple way to measure the frequency response of the MIMO channel
in indoor and even outdoor scenarios. Also, a GUI is created (see Figure 4.28) to easily
configure the basic parameters and extract the resulting measures.

Moreover, Lyrtech (now Nutaq) released in the webpage this methodology, as an example
of how to measure the MIMO channel using their equipment.

http://nutaq.com/en/products/view/+nutaq-vhs-adc#Literature

Apart from this, several publications have either made use of the methodology or have
considered measures using the testbed as real channel measures.

• In [Céspedes et al., 2013], the authors use the GTAS MIMO testbed along with this
methodology to measure the MIMO channel for testing the performance of Block Di-
agonalization.

• In [Pérez-Cruz et al., 2013], the authors track frequency-selective and time-varying
channels, which measures have been obtained with the proposed methodology.

4.10 Conclusions

We have presented in Chapter 4 the design and implementation of a flexible broadband
MIMO channel measurement methodology. It involves sending complex exponentials for es-
timating the MIMO channel over a certain bandwidth, which can be arbitrarily chosen as

http://www.gtas.unican.es/testbed/downloads/remote_MIMO_Channel_Characterization.zip
http://nutaq.com/en/products/view/+nutaq-vhs-adc#Literature
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Figure 4.28: Frequency Domain channel estimation MATLAB GUI.

well as the separation between exponentials. Logically, the bandwidth and separation among
exponentials are limited by the hardware in which it is implemented. These exponentials
are transmitted through the actual MIMO channel and are acquired at the receive side.
Here, the amplitude, frequency and phase of the received exponentials are estimated using
a high-accuracy non-parametric frequency estimation method based on the FFT, denoted as
IWPA. Unlike other channel characterization systems, it is able to be implemented in any
transmit/receive hardware without the need of neither additional synchronization circuitry
nor real-time processing. In this case it is implemented and verified using the GTAS MIMO
testbed with successful results, although is by far not comparable in terms of performance to
dedicated equipment. However, it results a low-cost tool for accurately obtain MIMO chan-
nel measures that faithfully represent the actual channel conditions. The resulting MIMO
channel matrices can be stored and used in link level simulations of communications sys-
tems in order to obtain results that are representative of real-world situations. Moreover,
we have validated the measurement technique by means of commercial equipment. Many
measurement campaigns have been carried out and valuable parameters have been obtained
for different publications and research goals. From the obtained results, we can corroborate
the assumptions that came up when measuring the MIMO channel with the methodology
developed for the MIMAX project. When facing up with indoor MIMO channels, e.g. in a
research laboratory, we realize that the channel measures are time invariant till there exist
any movement, whether exist people hanging around or scatterers. One of the main conclu-
sions of this chapter is that, in static indoor environments, the channel remains constant;
which gives an idea of its high temporal coherence.
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Chapter5
Testbed-based MIMO channel

emulation

Real-world over-the-air (OTA) characterization and testing is an essential part of the cer-
tification testing of wireless devices. This assessment, including the actual interaction of
the antennas, radio frequency (RF) front ends and baseband (BB) processing elements, is
the best way to understand the performance as experienced by the user. As multiple-input
multiple-output (MIMO) advantages rise from the characteristics of the propagation envi-
ronment, having the control over them is of great importance for MIMO systems testing.
Channel emulation is meant to bring some of this ability to wireless research since it offers
repeatability and reliability to realistic fading conditions.

As revealed in Chapter 4, the MIMO channel often encountered in indoor research labo-
ratories can be considered time-invariant when the environment is static. This fact imposes a
huge restriction when assessing MIMO systems, hence the need of varying this MIMO channel
in a controlled and repeatable way.

The current context, along with the previous use of the time-varying beamforming scheme
presented in Chapter 3, motivated us to design a solution for testing devices under test
(DUTs), with controlled time-variant channel conditions using channel emulation. In a pre-
liminary stage this channel must be estimated by the GTAS MIMO testbed, e.g. using the
methodology proposed in Chapter 4; including the DUT. Then, during the testing stage, the
signals at the transmitter (TX) are linearly combined in order to emulate the desired MIMO
channel. This operation can be easily performed at the TX BB processor. The DUT(s) can
be at the TX and/or at the receiver (RX). The DUT can be also a complete RX able to
estimate the channel.

The proposed method is also well suited to test MIMO specific algorithms (space-time
coding, spatial multiplexing, etc.), that are usually implemented in the BB processors. The
proposed method emulates BB equivalent channel responses so, unlike reverberation cham-
bers, it cannot emulate separately the effects of the multipath propagation scenario, antennas,
or other embedded elements.

We consider two types of channel emulation: deterministic and stochastic. In the first case
the goal is to emulate a given channel realization (or a given sequence of channel realizations).
We show closed-form expressions for the coefficients of the linear combination as functions of
the actual channel in the laboratory and of the channel to emulate. In stochastic channel emu-
lation, the objective is just to emulate a channel as a stochastic process with desired statistics
(mean, spatial autocovariance, etc), regardless the channel realizations. The stochastic em-
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ulation is motivated by the fact that, the field programmable gate arrays (FPGA) or digital
signal processors (DSP) of the TX testbeds can efficiently generate realizations of multiple
independent and identically distributed (i.i.d.) random variables. Adequate linear combina-
tions of such variables can be used to generate the coefficients for the channel emulation with
desired statistics.

This solution does not pretend to compete with commercial channel emulators, which
costs are unaffordable. Each time, more laboratories are provided with MIMO testbeds or
multiantenna transmit/receive equipment. These are used to assess algorithms, BB proces-
sors, and RF chains. This testing in selected channel conditions can be carried out with a
commercial channel emulator in a straightforward manner, but requires a huge expense and
does not often offer OTA capabilities. The proposed solution offers a flexible and low-cost
OTA testing methodology able to run on a conventional MIMO testbed without the need of
additional equipment.

In this chapter, the design steps of the proposed Testbed-based MIMO Channel Emulation
(TBMCE) solution are presented, as well as its implementation and subsequent verification
over the GTAS MIMO testbed. The proposed methodology provides a convenient, thorough
approach for testing wireless communications equipment by emulating different characteristics
of RF mobile communication channels.

This chapter is organized as follows: Section 5.1 reviews the concept of channel emula-
tion and enumerates the different techniques and equipment to emulate MIMO channels. In
Section 5.2 we introduce the idea of MIMO channel emulation using a conventional testbed.
Section 5.3 describes the steps to emulate MIMO channel realizations. In Section 5.4 we
present the theoretical formulation for statistical MIMO channel emulation with certain spa-
tial correlation. As an example we emulate correlated channels of well-known channel dis-
tributions: Rayleigh and Rician. In Section 5.5 we focus on the temporal variations and
temporal correlation when emulating realizations of the MIMO channel using the proposed
solution. Section 5.6 discusses and justifies the decision not to consider receive linear process-
ing. The implementation aspects and the integration within the GTAS MIMO testbed are
put forward in Section 5.7. In Section 5.8 we verify the proper emulation of MIMO channel
realizations with our MIMO testbed. Section 5.9 shows the results when emulating MISO
channels in the testbed with Rician distribution along with spatial and temporal correlation.
Once we presented our solution, in Section 5.10, we make a comparison between this solution
and the other OTA solutions presented in Section 5.1. Finally, in Section 5.12, the main
conclusions are resumed.

5.1 MIMO channel emulation review

There exist two main challenges in testing MIMO devices. First, to specify the channel con-
ditions, including noise, interference, etc., in which the performance is to be evaluated. Then,
to physically create that environment and test the device. Usually, the channel emulation
concept involves recreating desired propagation characteristics, whether they are indoor or
outdoor, within a testing lab. In this section we distinguish between two philosophies for
performing channel emulation: conducted testing and OTA emulation. Figure 5.1 outlines
this classification along with the corresponding solutions.

In the conducted testing philosophy, radio transmitters (TX) and receivers (RX) are di-
rectly connected using RF cables. Therefore, they offer controlled and repeatable testing.
Its main disadvantage is that they bypass the DUT antenna to provide direct access to the
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Figure 5.1: Solutions for MIMO channel emulation.

transceiver, which results a handicap to perform full TX/RX testing. From this, it is easy
to realize how conducted testing results no longer represent the radiated performance of the
device in a real network.

The OTA testing solutions have the advantage of complete MIMO systems testing. The
major challenge for the test of MIMO OTA solutions is how to emulate an RF environment
which accurately reflects the performance of the DUT in wireless propagation environments.
A primary goal of OTA testing is to determine radio performance of the DUT with the
actual antenna patterns, orientation and antenna spacing, that is why traditional OTA mea-
surements perform simultaneous evaluation of the entire RF signal chain. A number of MIMO
OTA test solutions are being proposed in the wireless industry [Kyosti et al., 2010], enabling
device testing in a fully repeatable and realistic wireless network environment.

MIMO channel emulation solutions are often focused on the achievement of different goals:

• Test MIMO algorithms and debug errors.

• Optimize the performance of existing/future WiFi devices in MIMO environments.

• Perform competitive performance benchmarks.

• Test interoperability between MIMO implementations from multiple vendors.

In this Chapter, we present a testbed-based MIMO channel emulation (TBMCE) solution
that can be classified as an OTA solution. Once we describe its features through the following
sections, in Section 5.10 we compare it to other OTA solutions to emulate MIMO channels.

5.1.1 Conducted (or wired) testing solutions

The traditional method for testing TX and RX performance involves connecting emulators
with cables to the TX and the RX DUT respectively. This solution clearly bypasses the
DUT antennas and has no relevance as OTA testing. The main solutions based on conducted
testing are commercial channel emulators and baseband fading emulators.

Commercial channel emulators

Commercial channel emulators [Spirent, 2013, Azimuth, 2012, Agilent, 2012] reproduce the
behavior of any RF channel, providing realistic emulation of real-world RF environments.
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They are generally stand-alone units and work great for most applications but they are very
expensive. Their conducted testing nature prevents the tests from ’leaking’ and possibly
causing interference. Most of the commercial channel emulators are bi-directional, with inde-
pendent forward and reverse paths to account for products that are tuned in each direction.
Although most of them are based on conducted testing, some have introduced OTA testing
among their features [Elektrobit F8, 2013].

These emulators are capable of recreating multipath and MIMO antenna correlations in
a real-time digital signal processing engine, for dynamic and statistically reliable channel
emulation with endless repeat times. As an example, the block diagram of the forward path
of a typical commercial channel emulator is depicted in Figure 5.2. The TX is connected
via RF cables to the RF input ports. The transmit RF signals are then downconverted to
BB within the emulator. These signals are impaired by injecting delay, amplitude variation,
and other perturbations that can rely on certain spatial and temporal characteristics. Also,
noise and programmable attenuation can be introduced as well. Each path, represented as
a line, is a finite impulse response (FIR) structure emulating reflections and clusters in the
channel. All these steps make up the channel emulation process. Then the impaired signals
are upconverted to RF and the RF outputs are connected by cables to the RX.

Channel emulators can be characterized by two fundamental features: the number of
channels and the number of taps. The number of channels is the product of the TX and
RX inputs and outputs, respectively. Each channel must be subjected to different statistic
impairments to emulate obstacles and reflections that would be present in real-world environ-
ments. The number of taps dictates how much control the user has over signal delay, fading,
etc. Generally, more taps are desired because they allow greater control over the channel.
The impairments are introduced by the channel emulator tap settings. Of course, there exist
other important characteristics that define the performance of commercial channel emulators,
such as the RF frequency range and bandwidth.

These emulators are usually general-purposed but there are some that allow evaluating
a specific technology, like Azimuth’s 400WB MIMO Channel Emulator (for IEEE 802.11n
and Mobile WiMAX MIMO systems) or Agilent’s N5106A PXB MIMO Receiver Test (with
built-in Long-term Evolution (LTE) and Mobile Worldwide Interoperability for Microwave
Access (WiMAX) channels). The following lines give a short overview of MIMO channel
emulators available on the market nowadays.

• The Propsim C8 [Kolu and Jamsa, 2002] from Elektrobit Ltd. features up to 8 chan-
nels with up to 24 taps. Channel models must be precalculated and uploaded to the
simulator. Elektrobit also provides tools to analyze and preprocess channel sounder
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measurements for the Propsim C8. The RF frequency ranges from 350MHz to 6GHz
and the maximum RF bandwidth is 70MHz. A new release, the Propsim F8 OTA
MIMO channel emulator [Elektrobit F8, 2013], features up to 8 channels with up to 24
taps per channel. Its RF frequency ranges from 220MHz to 6GHz and the maximum
RF bandwidth is 125MHz. Finally, the Propsim FS8, features up to 8 channels with
up to 48 taps. Its RF frequency ranges from 30MHz to 2.7GHz, and the maximum RF
bandwidth is 40MHz. It provides a channel modeling tool for MIMO OTA testing.

• The ARC SmartSim [Kaltenberger et al., 2005], from the Austrian Research Centers
GmbH. ARC can simulate up to 64 channels with up to 36 taps each. It implements the
COST-259 geometry-based stochastic channel model. Moreover, user-defined channel
models can be generated in advance and played back. It has an RF frontend with a
frequency range from 450MHz to 6GHz and a 40MHz bandwidth.

• The ACE MX MIMO channel emulator from Azimuth [Azimuth Systems, 2006] is de-
signed for bi-directional simulation of 4 × 4 MIMO systems (with up to 64 channels
available in a scalable configuration) with up to 18 taps. The simulator features built-
in IEEE 802.11n channel models. The input RF frequency is scalable from 2400 to
2500MHz and 4900 to 5845MHz, and the bandwidth is 40MHz. There exist a new
version, the ACE MX2, but its performance is not yet known.

• The VR5 HD Spatial Channel Emulator from Spirent [Spirent VR5HD, 2013] features
up to 8×4 MIMO channels with up to 24 taps per digital channel. It allows MIMO OTA
testing and supports a RF frequency range from 400MHz to 6GHz and a bandwidth
up to 100MHz.

In summary, this option is powerful, is perfectly calibrated and characterized, and flexible
up to its specifications. On the other hand, acquiring a commercial channel emulator involves
a great expense (≈ 300K), which usually is the main reason why small research groups opt for
different tools to emulate the MIMO channel. Commercial channel emulators are commonly
used jointly with anechoic and reverberation chambers to perform OTA testing. These setups
are presented in Section 5.1.2.

Baseband fading emulators

Apart from commercial products, several authors have described how they built their own
channel emulators. A highly effective and cheaper MIMO emulation solution would be one
that emulates the channel within the BB of a TX. The BB signals are altered to emulate the
properties of an equivalent time varying radio channel.

Among the available technologies, microcontrollers and DSPs are not valid due to pro-
cessing and real-time constraints, while application-specific integrated circuits (ASICs) are
discarded since their development time is too high for a prototype (although they offer better
performance). Thus, the choices could be reduced to complex programmable logic devices
(CPLDs) and FPGAs. CPLDs can execute tasks at a faster rate, but FPGAs can deal with
more complex designs and they own specific resources (such as counters or arithmetic op-
erator blocks), that are more adequate for implementing a channel emulator. Due to the
facts mentioned, FPGAs are probably the most popular hardware technology for developing
channel emulators [Nasr and Daneshrad, 2009].
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One of the main problems when implementing MIMO channel emulators within an
FPGA is that they usually require large designs, since people include the whole filter-
ing process, impairments, correlation schemes, etc., into the FPGA. Therefore, it is de-
sirable to optimize the use of resources in order to fit the design into the FPGA. Al-
though most of the studied channel emulators are able to implement the whole system into
only one FPGA, there exist examples that distribute computing among different FPGAs
[Hwang et al., 2007, Mehlfuhrer et al., 2005, Dung et al., 2006].

5.1.2 OTA solutions

In order to understand the end-to-end reception performance of a MIMO TX or RX, OTA
testing is needed [Rumney et al., 2012]. Due to the complexity of multiple antenna setups, a
flexible and fast accurate testing solution becomes a major asset in the antenna design cycle
and final product verification. The whole emulation system allows testing at once all critical
parts of the mobile terminal design: antennas, RF front end, BB processing, etc., without
using artificial cabling in the test setup.

Anechoic chambers

An anechoic chamber (AC) is a room designed to completely absorb reflections of either sound
or electromagnetic waves. It systematically eliminates multipath reflections, which leads to
a unique multipath component according to the theoretical channel background presented in
Chapter 2. This fact keeps the environment controlled but, in order to test MIMO devices,
the effects of multipath must be added back to the measurement system. It has been a unique
reference environment for testing of systems for use in line-of-sight (LOS) environments.

They are usually combined with a commercial channel emulator (see Figure 5.3) or even
with a BB fading emulator. These solutions provide multipath fading channel generators
capable of controlling the multipath delays, Doppler spreads and correlation. Also, as depicted
in Figure 5.3, they are usually connected to arrays of probe antennas. The positioning of these
antennas create the spatial environment. Each antenna emulates a multipath component,
being faded by a channel emulator to provide the temporal characteristics.

In [Rumney et al., 2012], the authors propose five schemes for OTA testing using probe
antennas. This is a powerful approach, but in order to achieve arbitrary channel model
flexibility large number of probes are required, with the expense it involves.

Also, there exist some publications that use BB fading emulators (instead of com-
mercial channel emulators) for OTA testing of MIMO devices [Kosako et al., 2011,
Karasawa et al., 2012].

Reverberation chambers

An electromagnetic reverberation chamber (RC) is an electrically large, highly conductive
closed cavity or chamber used to perform electromagnetic measurements on electronic equip-
ment. They represent reliable and repeatable test facilities for the testing of wireless com-
munications devices. Unlike ACs, within RCs the spatial richness is provided by relying on
the natural reflections within the chamber. In an ideal RC, the Rayleigh fading is naturally
obtained by using stirrers (e.g. a stirrer is a large metal plate box which plays a role as a
scatterer of radio waves), that oscillate to provide a spatial field, which over long periods of
time approaches an isotropic field. Also, another stirring method is carried out using turnta-
bles (see Figure 5.4). At any observation point within the chamber, the field will vary as
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the different elements (stirrers and turntables) change the boundary conditions. However,
a practical RC that uses mechanical stirring does not automatically provide such a perfect
scenario. Therefore, in addition to the stirred component there might be an unstirred com-
ponent too. In order to model Rician fading, we need to recreate this channel by controlling
the K-factor in the chamber, which might involve hardware changes.

To perform channel emulation they can work either stand alone, as pre-
sented in [Sanchez-Heredia et al., 2011], or combined with a channel emulator
[Garćıa-Fernández et al., 2011, Chen et al., 2009]. This setup is depicted in Figure
5.4.

In this measurement system, signals from the emulator arrive at the DUT via the wall
antennas in the reverberation chamber. At this time, the system activates the stirrers and
the turntable on which the DUT rests and performs switching among the wall antennas so as
to reproduce a Rayleigh fading environment having a statistically three-dimensional uniform
distribution in the vicinity of the DUT.
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As occurs with ACs, the combined solution RC and commercial channel emulator enables
true OTA testing of devices located within the chamber. The emulator is added to the
downlink prior to launching the signals into the chamber. This allows the temporal aspects
of the desired channel to be controlled. They suffer from very limited capability to vary the
fading environment, and so can only provide very limited evaluation of the terminal. Their
main drawback is that the emulated scenario is limited to the chamber volume and they
require additional equipment to carry out the emulation.

As in the AC case, the expense that entails acquiring a RC along with a commercial
channel emulator is out of our reach. The time and frequency domain characteristics can
readily be accounted for in practical measurement situations for both ACs and RCs by using
a channel emulator on the transmitting side of the measurement setup. The main advantage
of the RC versus the AC is that it is smaller and cheaper, and that the measurements take
shorter time. The disadvantage is that radiation patterns can not be obtained.

5.2 MIMO channel emulation using a conventional testbed

The GTAS group has a conventional MIMO testbed in the laboratory, which has been des-
cribed in Chapter 3. In this chapter we propose a methodology that allows narrowband
OTA MIMO testing using channel emulation using the GTAS MIMO testbed solely. The
methodology relies on MIMO channel emulation to perform this OTA testing. Other options
to emulate OTA MIMO channels were discarded since they would involve high additional
costs.

Node mobility and, consequently, the time-varying nature of fading, are two key ingre-
dients that must be taken into account in order to conduct realistic experiments. Static
scenarios are often found within indoor laboratories, which have a large coherence time (the
order of seconds). This fact was verified from several measurement campaigns carried out
with the methodology presented in Chapter 4.

Taking this premise as our starting-point, one can imagine a research lab with a TX and
RX node in certain positions with neither people nor objects moving in the surroundings.
In this case, the channel between the nodes is time-invariant. As stated in Chapter 4, we
consider nomadic channels to obtain channel realizations. In a nomadic scenario, channel
measurements are taken within a small local area changing the position of the TX (or the
RX, or both) between consecutive measurements, keeping fixed both TX and RX nodes
while measuring the channel. This kind of experiments requires a person in charge of moving
one of the nodes (or both) between measurements. Moreover, if instead of the nodes, the
position of the antennas can be changed. There exist positioning tables that can move the
TX/RX antennas along their axis. These two options get channel variations but, in the
first case, these channel variations lack of controllability and repeatability, besides being
time consuming. The second option allows controlled and repeatable channel variations, but
results quite expensive due to the high cost of these positioning tables. Therefore, we ruled
out both ideas for controlling the channel variations.

With the experience gained in the MIMAX project, from the implementation of the
beamforming scheme in BB, we realized that the use of time-varying beamforming to induce
those channel fluctuations [Viswanath et al., 2002] could fit our needs. Then, we thought
about retrieving the MIMAX digital beamforming scheme described in Section 3.9 which,
in a real-time basis, linearly combines the incoming BB signals by a certain set of weight
coefficients. Moreover, this scheme could be implemented in our GTAS MIMO testbed.
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Figure 5.5: Proposed scheme using linear signal processing at the TX. AFE denotes the
analog front-end, BB denotes baseband and the DACs and ADCs are the digital-to-analog
and the analog-to-digital converters, respectively.

The new challenge involves selecting the weights that must be applied. Where to apply
them, their adequate values and, how fast they need to be applied, are some of the main
requirements that must be defined. The theoretical background for calculating the necessary
weights is presented in this chapter.

Figure 5.5 presents the diagram of the channel emulation scheme. The following sec-
tions detail the procedure to calculate the weights along with the description of the final
implementation in our GTAS MIMO testbed and its particularities.

As it was mentioned, the DUTs can be at the TX and/or at the RX. The DUT could be
even a complete RX. The only requirement is that the BB processor of the RX must be able
to estimate H0, which is assumed constant during the process. The BB equivalent channel
includes not only the effects of the multipath propagation scenario but also the antennas and
and the AFEs at TX and RX.

Then, in the second stage, we combine the BB signals at the TX to emulate the desired
baseband equivalent channel H. Note that the effects of the multipath propagation scenario,
antennas, and AFEs remain the same as in the first stage.

The following two sections describe two problems derived from the proposed solution.
They focus on two different objectives but they are based on the same idea: the combination
of the TX antennas and the use of the actual physical channel and the target channel to
calculate the necessary weights. Then, narrowband MIMO channel realizations could be
emulated.

5.3 Emulation of channel realizations

In this section, our aim is to introduce the theoretical analysis for calculating the required
weights to emulate a certain channel realization. These channel realizations can be im-
ported from previous channel measurement campaigns or channel models (e.g. WINNER
[WINNER II, 2006]), whatever they are their characteristics: indoor or outdoor environ-
ments, etc. The weights are calculated from the actual physical channel, H0, and the channel
to emulate, H. H0 is assumed to be previously estimated by using the techniques presented
in Chapters 3 and 4, and is assumed static.
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Figure 5.6: Proposed MISO scheme using transmit beamforming.

The straightforward solution is to multiply each transmit signal by a complex weight,
as occurs in beamforming. This is useful for emulating multiple-input single-output (MISO)
channels. All the considered signals and channel responses are discrete BB equivalent repre-
sentations.

5.3.1 Emulation of MISO channel realizations

Our aim is to emulate a MISO channel with nT transmit antennas. To that end, we use
a MISO testbed, also with nT transmit antennas. Figure 5.6 depicts the proposed MISO
channel emulation scheme. Let s ǫ CnT×1 denote the transmit signal vector, h0 ǫ CnT×1 the
physical channel vector between the testbed nodes, and h ǫ CnT×1 the nT × 1 MISO channel
we want to emulate, which includes the linear processing scheme (in this case we can call it
beamforming, which is a special case) and the physical MISO channel.

The transmit signal vector, s, is element-wise multiplied by a complex transmit weight
vector, w ǫ CnT×1, resulting in the signal vector x ǫ CnT×1,

x = diag (w) s. (5.1)

In absence of noise, the output signal at the RX, r, can be expressed as

r = xTh0 = (diag(w)s)T h0 = sTdiag(w)h0 = sTh, (5.2)

being

h = diag (w)h0 = diag (h0)w. (5.3)

Then, the required weight vector to emulate the desired channel, h, can be calculated as

w = (diag (h0))
−1 h (5.4)

So far, we have emulated one channel realization. To emulate a given set of channel
realizations, h[n], we will obtain the corresponding sequences of weights, w[n], from (5.4),
assuming h0 is time-invariant. Otherwise we should estimate h0 whenever it changes, and
recalculate the adequate weights.

In summary, if we have in our lab a TX with nT antennas and a RX with one antenna, it
is possible to emulate any channel, h, between the TX and the RX. To that end, we simply
include a beamforming stage within the TX which apply a weight vector given by (5.4).
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Figure 5.7: Proposed MIMO scheme using transmit linear processing.

Previously, we must estimate the channel between both testbed nodes, h0. It can be
carried out with the methodology proposed in Chapter 4.

In (5.4) we assume that diag (h0) is invertible, that is, all entries of h0 are distinct from
zero. Otherwise diag (h0) is not invertible. In that case, a straightforward solution will be to
change the position of the TX or the RX.

5.3.2 Emulation of MIMO channel realizations

Figure 5.7 depicts the proposed scheme for MIMO channel emulation. This scheme aims at
emulating a equivalent MIMO channel, H ǫ C

nR×nT , with nT inputs and nR outputs. It
requires a nR × nR MIMO testbed. Let H0 ǫ C

nR×nR be the actual channel, r ǫ C
nR×1 the

received signal vector, and W ǫ CnR×nT the weight matrix.
The transmit signal vector, s, is multiplied by this matrix, resulting in the signal vector

x ǫ CnR×1,
x = Ws. (5.5)

The receive signal vector will be

r = H0x = H0Ws = Hs. (5.6)

Therefore, the scheme depicted in Figure 5.7 emulates a nR × nT MIMO channel with
channel response given by

H = H0W. (5.7)

Then, the required weight matrix to emulate the desired channel, H, will be

W = (H0)
−1 H, (5.8)

where we assume that H0 has been previously estimated using the methodology proposed in
Chapter 4.

In (5.8) we assume that H0 is invertible. The laboratory is typically an indoor rich
multipath environment, so it is unlikely that H0 is ill-conditioned. In spite of this, if it was
ill-conditioned, the straightforward solution would be changing the position of the TX or the
RX before carrying out the measurements, so that changing the actual channel.
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As for the MISO case, to emulate a given set of channel realizations, H[n], we will obtain
the corresponding sequences of weights, W[n], from (5.8), assuming H0 is time-invariant.
Otherwise, we should estimate H0 whenever it changes and recalculate the weighting matrix,
W.

Note that in (5.8), by inverting H0, we are compensating the effect of all the elements
that influences the actual baseband channel H0, including the antennas. This allow us to
emulate any baseband channel H with the weights W, regardless the antennas at TX and
RX.

The performance of different DUT RX with different antennas can be compared. For each
DUT RX there will be a different BB equivalent channel H0 (because the antennas and AFEs
are different) but, using (5.8), we will select the weights W for each receiver so all operate
under identical equivalent baseband channel H.

Note that for MISO channel emulation, nR = 1, we only need a SISO testbed, which
is simpler than the solution given in Section 5.3.1. On the other hand, to emulate a SIMO
scheme we still need a nR × nR MIMO testbed.

5.4 Emulation of spatial correlation

Now, the channel to emulate, H, is a random process with a given distribution and spatial
covariance. Using our scheme, the statistics of H can be emulated by using a random weights
matrix, W, with adequate distribution and spatial covariance. In the following lines we will
derive the statistical properties of W as function of the required statistics for H, assuming
that H0 is time-invariant (deterministic) during the emulation process. We distinguish two
cases regarding the mean of H: emulation of MIMO channels with zero-mean and with
arbitrary mean.

In practice, there exist the possibility of efficiently generate i.i.d Gaussian realizations,
in real time, within an FPGA or DSP. This possibility is often available as synthesizable
blocks in software as System Generator [Sysgen, 2012]. In this section we present a method
to emulate spatially correlated MIMO channels from i.i.d. realizations, regardless the fading
distribution. Then, as example, we show how to emulate spatially correlated Rician and
Rayleigh channels. We first start with the MISO case to then generalize to MIMO.

5.4.1 Emulation of MISO channels

We refer again to the MISO scheme depicted in Figure 5.6. From (5.4), the distribution of
w is determined by the distribution of h.

Emulation of channels with zero-mean

Let suppose we want to emulate a channel h with zero-mean distribution, i.e. E [h] = 0, and
correlation matrix R.

From (5.3), it must be fulfilled that E [w] = 0. Regarding the correlation matrix, consi-
dering (5.3)

R = E
[
hhH

]
= E

[

diag (h0)wwHdiag (h0)
H
]

= diag (h0)Rwdiag (h0)
H (5.9)

where Rw is the correlation matrix of w.
Therefore, to obtain the desired correlation matrix R, the weight vector must have the

following correlation matrix
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Rw =
[
diag (h0)

]−1
R

[

diag (h0)
H
]−1

. (5.10)

The aforementioned is valid for any distribution of the elements of h with zero mean. As
example, to emulate a Rayleigh channel with correlation matrix R, we generate realizations
of the weight vector according to

w = R1/2
w ·ww, (5.11)

where ww ∼ CN (0, InT
) and Rw is given by (5.10).

Emulation of channels with arbitrary mean

Let suppose we want to emulate a channel h with mean E [h] = µ 6= 0, and covariance matrix
C. From (5.3),

µ = diag (h0)µw, (5.12)

where µw = E [w]. Then, it must be fulfilled

µw =
[
diag (h0)

]−1
µ. (5.13)

Let h = µ+ h̃ and w = µw + w̃, where h̃ = diag (h0) w̃, and h̃ and w̃ are zero-mean.

By definition, the covariance matrices of h and w are C = E
[

h̃h̃T
]

and Cw = E
[
w̃w̃T

]
,

respectively; which are the correlation matrices of h̃ and w̃, respectively.
Applying (5.9) for h̃ and w̃,

C = diag (h0)Cwdiag (h0)
H . (5.14)

Then, to emulate a channel with covariance matrix C, w must have a covariance matrix given
by

Cw =
[
diag (h0)

]−1
C

[

diag (h0)
H
]−1

(5.15)

The aforementioned is valid for any distribution of the elements of h (or h̃). As example, to
emulate a Rician channel with mean µ and covariance matrix C, we will generate realizations
of w according to

w = µw +C1/2
w ww, (5.16)

where µw is given by (5.13) and Cw is given by (5.15).

5.4.2 Emulation of MIMO channels

Now, let us consider the scheme in Figure 5.7 and equations (5.7) and (5.8). The distribution
of the elements of W will be determined by the distribution of H.
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Emulation of channels with zero-mean

Let suppose we want to emulate a MIMO channelH with zero mean E [H] = 0 and correlation
matrix R.

Then, from (5.7), it must be fulfilled that E [W] = 0. Also vec (H) = vec (H0W) =
(InT

⊗H0) vec (W), where ⊗ denotes the Kronecker product. Then, the correlation matrix
of H will be

R = E
[
vec(H)vec(H)H

]
= (InT

⊗H0)RW (InT
⊗H0)

H , (5.17)

where RW =
[
vec(W)vec(W)H

]
is the correlation matrix of W. Then, the weights correla-

tion matrix, RW , is obtained from the correlation matrix, R, as

RW =
(
InT

⊗H−1
0

)
R

(

InT
⊗

(
H−1

0

)H
)

, (5.18)

where it is assumed that H0 is invertible. The aforementioned is valid for any distribution of
the elements of H with zero mean.

As example, to emulate a Rayleigh channel with correlation matrix R, we generate real-
izations of the matrix W according to

vec (W) = R
1/2
W vec (WW ) , (5.19)

where RW is given by (5.18) and vec (WW ) ∼ CN (0, InRnT
).

Emulation of channels with arbitrary mean

Let suppose we want to emulate a MIMO channel H with mean E [H] = M 6= 0 and
covariance matrix C.

From (5.7) we have that M = E [H] = H0MW , where MW = E [W] 6= 0.
Then, the mean of W must be

MW = H−1
0 M (5.20)

Let H = M+ H̃ and W = MW + W̃, where H̃ = H0W̃, being H̃ and W̃ zero-mean.
The covariance matrices of H and W are the correlation matrices of H̃ and W̃; C =

E

[

vec
(

H̃
)

vec
(

H̃
)H

]

and CW = E

[

vec
(

W̃
)

vec
(

W̃
)H

]

, respectively.

Then, from (5.17)

C = (InT
⊗H0)CW

(
InT

⊗HH
0

)
. (5.21)

The covariance matrix of W, CW , can be obtained from the covariance matrix of H, C, as
follows

CW =
(
InT

⊗H−1
0

)
C

(

InT
⊗

(
H−1

0

)H
)

. (5.22)

The aforementioned is valid independently of the distribution of the elements of H (or H̃).
As example, to emulate a Rician channel with mean M and covariance matrix C, we generate
realizations of W according to

vec (W) = vec (MW ) +C
1/2
W (WW ) , (5.23)

where MW and CW are given by (5.20) and (5.22) respectively.
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5.4.3 Emulation of MIMO channels based on dual-polarized antennas

The use of dual-polarized antennas at the TX and RX leads to a 2×2 MIMO channel. The di-
agonal elements of the channel matrix correspond to transmission and reception on the same
polarization, while off-diagonal elements correspond to transmission and reception on orthog-
onal polarization. Assuming Rayleigh fading, the channel is usually modeled approximately
as follows [Paulraj et al., 2008], [Coldrey, 2008], [Neubauer and Eggers, 1999]

vec(H) = vec(X)⊙ (R1/2vec(Hω)), Hω ∼ CN (0, I) (5.24)

where ⊙ stands for the Hadamard product, R is now the so-called polarization correlation
matrix (usually it is approximated in terms of the transmit and receive polarization correlation
matrices: R = RT

t ⊗Rr), and X is the polarization leakage matrix given by

X =

[√
1− α

√
α√

α
√
1− α

]

, (5.25)

where α is a parameter which depends on the cross-polarization discrimination (XPD) of the
antennas and of the cross polarization coupling (XPC) of the propagation environment, often
collectively referred to as XPD.

In order to emulate a Rayleigh channel with given polarization correlation matrix, R, and
polarization leakage matrix, X, one simply should use the weights vector W’ given by

W’ = X⊙W, (5.26)

where W is obtained from (5.18) and (5.19) as a function of R. Now, the emulated channel
will be

H = H0W’ = X⊙H0W, (5.27)

Then,
vec(H) = vec(X)⊙ (InT

⊗H0)vec(W). (5.28)

Considering (5.17) and (5.19),

vec(H) = vec(X)⊙ (InT
⊗H0)R

1/2
W vec(WW ) (5.29)

= vec(X)⊙R1/2vec(WW ), (5.30)

which is exactly the model in (5.24).

5.5 Emulation of time-varying MIMO channels

Focusing on the general MIMO case, to emulate a given set of channel realizations, H[n],
we will obtain the corresponding sequences of weights, W[n], from (5.8), assuming H0 is
time-invariant. Otherwise we should estimate H0 whenever it changes and recalculate the
adequate weights.

At this point one can consider two different issues regarding temporal analysis:

1. How fast the channel changes from one realization to another, which in turn, determine
the speed at which weights are applied.

2. The temporal correlation among realizations.
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The whole system is able to work in two modes, each suited to different requirements.
Channel variations in indoor environments often rely on on the common block-fading

assumption. In this first mode, the system emulates a block-fading channel. During each
channel state (block) the signals are transmitted with fixed weights and the equivalent chan-
nel remains constant within a block. Then, the weights change according to the following
realizations. To emulate a block-fading channel, the user is able to change the weights from
time to time and, as a result, the time among channel realizations is determined by user
decisions and the delays related to weight uploading and application. This fact is thoroughly
studied in Section 5.7.

The second operation mode considers a sample-based weight application, hence the possi-
bility of emulating high demand variability environments. In this case, the weight realizations
obtained from 5.8 and the transmit signals, are stored in the synchronous dynamic random-
access memory (SDRAM) and are applied in a sample by sample manner. In a sample-based
weight delivering, the sampling frequency of the transmitter determines the time resolution at
which the channel realizations are applied. The limitation is that the data must be pre-stored
in memory, which is finite.

Regarding temporal correlation, we can distinguish between two different analysis, de-
pending on the technique utilized for channel emulation.

• If MIMO channel realizations are imported from a model or from previous channel mea-
surements, the temporal correlation is implied within the realizations to be emulated.

• In the case that we do not have previous measurements or realizations from channel
models, the option is to generate MIMO channel realizations and introduce tempo-
ral correlation. To that end we must use temporal correlation models, e.g. autor-
regresive (AR) [Baddour and Beaulieu, 2005], Markov [Tan and Beaulieu, 2000], Jakes
[Jakes, 1994] and Lee [Lee, 1982], are examples. One of the main parameters to be in-
troduced within the model is the maximum Doppler frequency, fD. Then, we generate
the realizations according to the chosen model, hence these realizations will present
temporal correlation. Finally, the calculated weights to be applied will intrinsically
have temporal correlation.

5.6 Why not apply the linear processing at the receive side?

The proposed scheme relies on a linear combination of the signals at the transmitter to
emulate the channel. One might think to do the same for the receiver, as depicted in Figure
5.8. The RX processing produces an artificial noise unbalance among the RX inputs. The
following lines describe this fact.

The transmit signal vector, s, is multiplied by the transmit weight matrix, WT , resulting
in the signal vector x

x = WT s, (5.31)

where WT is the combination matrix at the TX. The signal before the processing at the
receiver, y, will be

y = H0WT s+ n0. (5.32)

After processing, the received signal vector, r, will be
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Figure 5.8: Scheme using linear processing at both sides.
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Figure 5.9: Scheme with receive processing.

r = WRH0WT s+WRn0 = Hs+ n (5.33)

where H = WRH0WT is the equivalent MIMO channel, WR is the combination matrix
at the RX, and n = WRn0 is the equivalent noise vector. In general, WR introduces spa-
tially colored noise on r. If n0 is spatially white Gaussian, n0 ∼ CN

(
0, σ2I

)
⇒ n ∼

CN
(
0, σ2WRW

H
R

)
.

Moreover, when emulating a certain MIMO channel with the proposed method (see Figure
5.9), the signal strength at the antenna input will be different to that of the conventional
receiver depicted in Figure 5.10. This is due to the different channels that the receiver
faces in each case. The same occurs at all the receive stages: low noise amplifier (LNA),
downconverter, variable gain amplifier (VGA), automatic gain control (AGC), etc. This fact
prevents the use of this setup when we are also interested in the behavior and performance
of the AFE of the RX DUT.
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All of these reasons justify the use of only transmit processing to emulate MIMO channels.
Moreover, holding all the processing at the transmit side has great benefits from a practical
point of view:

1. The only changes are in the TX of the testbed.

2. The receiver does not require changes. So, the testing of any RX under the emulated
channel is straightforward.

5.7 Implementation and measurement setup

In Section 5.6, we gave reasons that support including the processing scheme for weight
application only at the TX side. The first step regarding implementation leads us to decide
where to fit it. The aim of OTA testing forced us to include the implementation within the
TX DUT. Therefore, the weights can be applied in two possible domains: RF or BB.

The spatial signal processing at the RF front-end would require extra hardware, e.g. phase
and amplitude shifters or vector modulators, that are not included in a conventional MIMO
testbed setup. Hence, this hardware must be designed and built within the RF part. Its use
involves many drawbacks such as impairments or difficulties in order to cover the whole in-
phase and quadrature (I/Q) weight vector space. Moreover it requires a thorough calibration
process.

The second option is more suitable given the available hardware and its implementation
is easier. Since we want to apply the weights in a real-time context, we decided to implement
the weighting scheme within the FPGA of the transmit DUT. This solution avoids the need
of extra hardware and is of our interest since it runs in BB, which involves a more flexible
implementation.

The requirements for the hardware implementation of the proposed MIMO OTA testing
method are:

• A TX and a RX with adequate number of antennas, according to Sections 5.2), 5.4 and
5.3.

• A weighting block at the TX where the baseband signals, s, are linearly combined
according to the adequate weights, W.

• Channel estimation capability at the RX baseband processor.
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Figure 5.11: Block diagram two of the nodes of the 4× 4 MIMO testbed. (Left) Transmitter.
(Right) Receiver.

The DUTs can be any part of the TX and/or RX (antennas, elements of the analog front-
ends (AFEs), MIMO algorithms implemented at the BB processors, etc.). The DUT can
be also the complete RX, provided that its BB processor is able to estimate the equivalent
baseband channel, H0.

5.7.1 Implementation setup

Figure 5.11 presents the configuration of two of the GTAS testbed nodes, one acting as the TX
and the other as the RX. The weighting scheme has been implemented on the transmit FPGA
making use of Simulink and using the blocks provided by System Generator [Sysgen, 2012],
as in Chapter 3. Finally we obtain the bitstream to be loaded on the FPGA. The scheme was
built in this manner and gave rise to a low complexity block called Weighting Block which
has been fitted into the FPGA of the TX node. This block is able to apply weights for both
MISO and MIMO schemes.

The procedure is as follows: the transmit signals are multiplied by the required weights,
calculated from an estimation of the actual physical channel, H0, and the desired channel
to be emulated H. These signals are transmitted through the air for, subsequently, being
received by the testbed RX. In summary, the received signals have gone through an equivalent
channel determined by H0 and the weights.

As stated in previous sections, the emulation methodology requires previous channel esti-
mation of the actual channel, H0, in order to emulate the desired channel, H. Typically, the
initial estimation of H0, assumed constant during the experiment, is performed by the RX
BB processor; otherwise, it can be carried out as described in Chapter 4.

5.7.2 Weighting block

Figure 5.12 depicts an example of the Weighting Block implementation in Simulink. More
specifically, it represents a MISO 4 × 1 scheme that is in charge of applying the weights
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once they are calculated. First, the BB in-phase and quadrature (I/Q) transmit signals are
stored within the SDRAM. Then, when the run signal is set to ′1′, the four complex weights
multiply the transmitted signals within the complex multipliers (see Figure 5.12), which
consist of multipliers and adders. The output of these blocks are converted to the analog
domain by the digital-to-analog converters (DACs). Therefore, the output of the Weighting
block must be truncated to 14 bits. Finally, the signals provided by the DAC board are
upconverted by the RF front-end. As stated previously, with the proposed solution, the RX
does not need modifications.

Baseband I/Q
input signals

Complex
weights

Run
signal

Baseband 
I/Q output 

signals

Weighting
Block

Figure 5.12: Weighting block implementation.

The weights are defined within the range [−1, 1] to ensure that if they are fixed to the
maximum value, the I/Q signals are not affected by saturation that can occur at theWeighting
Block or at the DACs. Therefore, the transmit weight vector has one bit for the sign and 15
bits for the decimal part, which allow great resolution. If a higher dynamic range is desired,
there exist a control that allows varying the transmit power amplifier (PA) gain at the AFE.

It is important to take into account that the weights can be so small that the transmitted
signal is received with low level and noisy. In this case, the RX DUT should provide any
kind of AGC to keep an adequate signal level. The AGC at the RX has to ensure maximum
signal level throughout the RX chain from the antenna to the ADC input. At the same time
it has to avoid overloading.

We now link the implementation point of view of the weighs with the theoretical analysis.
The distribution of the weights is determined by the distribution of the realizations. As an
example, when emulating Rayleigh channel realizations some of the weight values are close to
zero. Since the transmit signals can take values between −213 to 213 − 1 (14 bit resolution),
their multiplication by the weights result in a low level signal transmitted through the air.
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Resources Virtex II XC2V3000-4 FF1152

Slice flif plops 16%

Slice LUT’s 21%

Occupied slices 33%

Table 5.1: FPGA resources utilization.

This signal will be hardly acquired by the RX DUT, hence the emulation is not performed
correctly. To solve this issue, once the weights are calculated, they must be scaled within the
range [−1, 1] to increase the dynamic range of the signal and then receive it properly.

Moreover, the low value of the resulting weights can affect the energy detector used for
identifying the transmitters presented in Chapter 4, leading to an wrong behavior. This fact
would provoke synchronization errors as well as an incorrect transmitter identification. To
solve this issue, pseudo-noise (PN) sequences have been prepended to the probing signals
which are used to measure the channel. Then, the received signals are correlated with the
PN sequence to properly recover these probing signals.

The proposed MIMO channel emulation methodology makes use of the methodology for
measuring the MIMO channel described in Chapter 4. Basically, the only difference among
both implementations is the inclusion of the Weighting block. Fixing the weights value to one
involves bypassing the Weighting block, thus giving the possibility to use the same implemen-
tation for both measuring and emulating the MIMO channel.

The Weighting block implementation on the FPGA involves the utilization of FPGA
resources, since new functionalities have been included within the custom logic. Table 5.1
shows the resources occupied by the Weighting block when implemented in a Xilinx Virtex
II XC2V3000-4 FF1152 FPGA.

5.7.3 Weights application

We have stated in Section 5.5 that a block fading assumption is considered. Once described
the implementation of the Weighting block we are able to determine how fast the weights can
be applied for the required channel variations.

Weights are loaded into FPGA registers and, each time we want to apply them, a Matlab
command for their application is executed. It is the user who decides when the weight
realizations are applied. The function sets to high level the run signal and the weights
multiply the BB input signals at the complex multipliers. In summary, weight application
entails a certain delay from the moment that we execute the function till the weights are
applied. We can now refer to Section 3.5.2 to realize the different steps that such a high-level
function involves. The time required since the weight application command is executed to
the real application of the corresponding weights will determine the maximum speed at we
can change the weights, i.e. how fast the channel varies. This time is around 35ms, which
results enough to represent typical mobility in indoor scenarios.
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Figure 5.14: Diagram representing how to create the transmit signals.

5.8 Validation of the emulation of MIMO channel realizations

In this section, following the methodology described in Section 5.3.2, we present results
regarding the emulation of a 2 × 2 MIMO channel, operating at 5.6GHz. To emulate such
channel we require two nodes of the GTAS MIMO testbed, as outlined in Section 5.7. The
TX and the RX nodes use 2 transmit and 2 receive antennas, respectively. Figure 5.13 depicts
the TX/RX diagram for carrying out the 2× 2 channel emulation.

Figure 5.14 depicts the BB I/Q input signals used in for a general TX scheme; in the
present case we just consider two TX signals. The complex transmit signals associated to
each antenna are denoted as si. They consist of PN sequences, complex exponential signals
(exp), and zeros. As explained in Section 5.7, PN sequences are prepended to the signal
with higher level (in this case, corresponding to Antenna 1) to facilitate the synchronization
scheme. The complex exponentials serve as probing signals as occurred in Chapter 4, for
obtaining the actual channel, H0, as well as the emulated channel, H. The signal transmission
is multiplexed in time as we considered in Chapter 4. These sequences are cyclically repeated
in time so the TX node is transmitting the same sequence continuously.
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Figure 5.15: MIMO 2× 2 initial channel measures. Left: Receive antenna 1, right: Receive
antenna 2

The transmit and receive testbed nodes are placed in TX1 and RX positions respectively
according to Figure 4.20, being the TX placed 3.5 meters away from the RX. We use a TX
power of 1 dBm.

Our aim is to emulate 200 Rayleigh i.i.d. channel realizations, H [n] , n = 1, . . . , 200. For
the sake of clarity, just 20 are depicted (circle marks) in Figure 5.16. The following lines
describe the emulation procedure:

1. Firstly, the physical 2 × 2 channel, H0, is measured using the method described in
Chapter 4. Figure 5.15 shows a polar plot with the 100 realizations of H0. These
measurements are obtained along 90 seconds, showing the lack of variability of the
channel in the lab.

2. Using (5.8), we calculate the corresponding sequence of weight matrices, W[n].

3. We generate the transmit signals according to Figure 5.14. They are multiplexed in
time so that we easily identify the TX at the RX side.

4. The transmit signals are multiplied within the FPGA by the sequence of weight ma-
trices. The weights realizations are fed to the Weighting Block along with the BB I/Q
signals, and the actual emulated channel, He[n], was measured using again the method-
ology presented in Chapter 4. These resulting channel realizations are also compared in
Figure 5.16 with the desired channel realizations. As can be seen, our emulator closely
matches the desired realizations.

The performance of the communication systems is determined by the quality, e.g. signal-
to-noise ratio (SNR), of the BB signals at the receiver. Our testing/emulation method show
us the impact of the DUTs in such signals under any (controlled) equivalent baseband MIMO
channel. Obviously, the emulation performance depends on both the precision of the channel
measurement procedure and on the testbed. To illustrate the performance of the channel
measurement methodology, we present in Table 5.2 the SNR of the measurements obtained
in Figure 5.15, where
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Figure 5.16: Comparison between the desired and the actual emulated channel.

h011 h021 h012 h022

SNR (dB) 28.8073 22.3865 22.5993 21.7302

Table 5.2: Performance results: measurement of H0.

SNR =

E

(∣
∣
∣h0i,j

∣
∣
∣

2
)

var
(

h0i,j

) , (5.34)

being h0i,j the corresponding entry of H0.
The obtained values reveal a good performance, which can also be deduced from the ”error

clouds” in Figure 5.15.
In Table 5.3 we present the performance of the whole channel emulation methodology.

Now, the SNR is calculated from the whole channel realizations as the ratio of the desired
signal power and the variance of the error between the desired and the obtained realizations.

SNR =
E
(

|hi,j|2
)

var
(∣
∣
∣hi,j − hei,j

∣
∣
∣

) , (5.35)

being hi,j and hei,j the corresponding entries of H and He, respectively. Comparing the SNR
results with those in Table 5.2 we can conclude that the emulation errors are mainly due to
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h11 h21 h12 h22

SNR (dB) 31.2819 21.9089 22.7801 18.7281

Table 5.3: Performance results: emulation of H[n].
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Figure 5.17: MISO implementation scheme.

the channel measurement procedure, so that the channel emulation methodology does not
introduce significant errors.

5.9 Validation of statistical channel emulation

In this section we evaluate the emulation methodology described in Section 5.4.1. In partic-
ular, we emulate a Rician 4× 1 MISO channel. The testbed has nT = 4 and nR = 1 transmit
and receive antennas respectively, using a uniform linear antenna array at the TX at a carrier
frequency of 5.6GHz. Here, we present the results obtained when using our MIMO testbed.

Figure 5.17 depicts the data transmission diagram for emulating a 4 × 1 MISO channel.
We maintain the same TX and RX locations and the transmit power, as in Figure 4.20. Once
again, we refer to Figure 5.14 to generate our four TX signals, in this case i = 4.

Let assume we desire to emulate a Rician fading channel with the following mean

|µ| =







0.5500
0.8803
0.8944
0.6708







arg (µ) =







14.8969
7.1620
11.4592
46.9825







and the following spatial covariance matrix

|C| =







0.0605 0 0.0583 0
0 0.1550 0.1360 0

0.0583 0.1360 0.1600 0
0 0 0 0.0900







(5.36)
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Figure 5.18: MISO initial channel estimation resulting time-invariant channels.

arg (C) =







0 0 −59.0362 0
0 0 36.0274 0

59.0362 −36.0274 0 0
0 0 0 0






.

The following lines describe the emulation procedure:

1. Making use of the channel measurement methodology presented in Chapter 4, we mea-
sure the physical channel, h0. We repeat these measurements 1000 times to prove the
lack of variability of the channel (see Figure 5.18). The last channel measurement was
carried out 10 minutes later than the first one. The measured channel is

|h0| =







5.0750
2.4195
1.2912
1.2102







arg (h0) =







−128.6567
89.4564
123.9377
18.2808






.

These channel measurements will serve us as starting point for the implementation
results.

2. The transmit signals, generated according to Figure 5.14, are fed to the complex multi-
pliers as well as the weights obtained from (5.16). As in the previous case, this solution
gets rid of prepending the small guard intervals (as we did in Chapter 4) but prepending
a PN sequence to the best SISO channel in terms of received power, known in advance
from the MIMO channel estimation that has to be done to obtain h0 (SISO channel 1
in Figure 5.18).

3. Using (5.16) we calculate the weights realizations, w[n], to generate N = 1000 Rician
channel realizations, h[n], according to µ and C.

4. We transmit the signals si[n] multiplied by the weight vector, w[n] and we obtain N
estimates of the equivalent channel, h̃[n].

5. From h̃[n] we calculate the sample estimates of µ and C:
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µ̂ =
1

N

N∑

n=1

ĥ[n] (5.37)

Ĉ =
1

N

N∑

n=1

(

ĥ[n]− µ̂

)(

ĥ[n]− µ̂

)H
(5.38)

∣
∣
∣Ĉ

∣
∣
∣ =







0.0829 0.0084 0.0530 0.0104
0.0084 0.1726 0.1399 0.0134
0.0530 0.1399 0.1600 0.0049
0.0104 0.0134 0.0049 0.0949







(5.39)

arg
(

Ĉ
)

=







0 0.9116 −47.6868 −47.8626
−0.9116 0 31.1895 −76.9322
47.6868 −31.1895 0 −61.5086
47.8626 76.9322 61.5086 0






,

and the estimated mean is

|µ̂| =







0.5580
0.8979
0.8647
0.6622







arg (µ̂) =







16.2647
5.4304
9.1129
45.5734






. (5.40)

By comparing (5.39) and (5.36), we realize that the measurement results do not match
very well with the simulated ones. Noise impairments and channel estimation errors,
affect to the channel emulation procedure, but the main reason of the gap between
measured and simulated covariance is the low number of realizations used to estimate
the covariance matrix. To verify this fact, we took those 1000 weights realizations, w[n]
and we calculate with (5.3), the emulated channel, h[n].

6. Finally, we obtain the sample estimate of the covariance matrix making use of (5.38)

∣
∣
∣Ĉ

∣
∣
∣ =







0.0805 0.0054 0.0536 0.0090
0.0054 0.1613 0.1369 0.0103
0.0536 0.1369 0.1600 0.0037
0.0090 0.0103 0.0037 0.0953







(5.41)

arg
(

Ĉ
)

=







0 −27.47 −55.4035 −48.6718
27.4713 0 36.0939 −105.7887
55.4035 −36.0939 0 −80.2164
48.6718 105.7887 80.2164 0






.

and the sample mean estimation

|µ̂| =







0.5589
0.9105
0.8995
0.6738







arg (µ̂) =







16.3674
4.8773
9.2676
45.5806






. (5.42)
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Figure 5.19: Temporal evolution comparison.

As can be seen, regarding covariance matrix, (5.39) and (5.41) match very well; as well
as the mean, (5.40) and (5.42).

The last results involves checking the temporal correlation and comparing it with both
simulation and empirical results. We consider again the 4×1 MISO scheme. Now, the Rician
channel realizations, h[n], have been generated according to one time-correlated Rayleigh
fading channel model. Concretely, the Lee model [Lee, 1982] has been used, which introduces
temporal correlation according to a doppler frequency, fD. Now, we assume that the channel
is spatially incorrelated.

1. We obtain N correlated realizations of h[n] using the Lee model with fD = 0.1Hz.

2. We measure the physical channel, h0, with the testbed.

3. From the N realizations of h[n] we calculate the weight vectors, w[n], using (5.16).

4. We transmit the signals si[n] multiplied by the corresponding weights and we estimate
the equivalent channel, ˜h[n].

Figure 5.19 compare the amplitudes of 200 out of 1000 realizations of the first component
of h[n] and h̃[n]. The same behavior is also observed for other realizations and components
of h[n] and h̃[n].

5.10 Comparison between TBMCE and other OTA emulation

methods

In this section, we aim at comparing the existing MIMO OTA emulation solutions against
our TBMCE solution. There exist different ways to test the OTA performance of MIMO
devices. Each of them has its own advantages and drawbacks. This section aim at comparing
them according the following features.
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RC AC + emulator RC + emulator TBMCE

Performance ✘ ✔ ✔ ✘

Flexibility ✘ ✘ ✔ ✔

Cost ✔ ✘ ✘ ✔

TX/RX testing ✘/ ✘ ✔/ ✔ ✔/ ✔ ✘/ ✔

Mpath Scenario ✔ ✔ ✔ ✘

Scalability ✘ ✘ ✘ ✔

Portability ✘ ✘ ✘ ✔

Table 5.4: Features of TBMCE OTA emulation solutions.

1. Flexibility: Capability to emulate any MIMO channel realization.

2. Cost: Hardware equipment cost.

3. Complexity: software complexity, implementation resources.

4. Testing capabilities: if the emulation solution offers the possibility of testing the TX
or the RX from the antenna towards BB.

5. Multipath scenario emulation: possibility of emulating a multipath propagation
scenario (e.g. angular distribution of scatters) separately from the effects of the antennas
and AFEs.

6. Scalability: whether the number of transmit or receive antennas can be extended. If
there exist hardware limitations.

7. Portability: if the solutions are stand alone or they depend from other devices, e.g.
for generating the transmit signal.

8. Emulation time: the time that takes emulating the MIMO channel.

Table 5.4 shows the OTA emulation solutions analyzed in this dissertation and whether
or not they meet the previous requirements. As can be seen, our proposal achieves almost all
the requirements.

Obviously, TBMCE can not be compared in terms of performance with the OTA solutions
that use a commercial channel emulator and a chamber. Commercial channel emulators are
built for this purpose and each time are provided with more powerful testing capabilities.
Our suggestion is that, if a conventional MIMO testbed is available in the laboratory, we
recommend the implementation of the TBMCE solution on it, so that allowing the emulation
of MIMO channels.

TBMCE, as detailed in Section 5.3, it is able to emulate any channel realization by simply
selecting the appropriate weights. Otherwise, in RCs without an emulator and in ACs it is
impossible to get any channel realization, even with additional equipment, e.g. stirrers, etc.
it will be unfeasible.

Actually, for testing DUTs using channel emulation we do not need such equipment; these
solutions would involve a huge expense that might not be affordable for small research groups.
Although, for example, the reverberation chambers are cheaper than the anechoic chambers,
the solution will still require a commercial channel emulator or a BB fading emulator to emu-
late any set of MIMO channel realizations. The implementation of TBMCE does not add any
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cost to the available hardware. The fading generation, spatial and temporal characteristics
are generated in BB within the TX, which avoids the extra upconversion and downconversion
that a commercial channel emulator performs. Also, a point in its favor is that the RX does
not need modifications, which simplifies the solution.

The main drawback of the TBMCE solution is that it does not offer TX testing capabil-
ities. The fact that all the processing is performed at the TX and it can not be tested by
itself, makes the TX testing unfeasible. Solutions based on channel emulators might offer
OTA TX testing capabilities, but they will additional chambers to provide this functionality.

Also, another downside of the method is that, since we work with equivalent BB channels,
it cannot emulate a multipath propagation scenario (e.g. angular distribution of scatters)
separately from the effects of the antennas and AFE’s.

Regarding portability, TBMCE uses the testbed for generating the signals and transmit-
ting them through the air to perform channel emulation. In short, only the testbed is required
for the steps that involve MIMO OTA testing. The other solutions will require additional
hardware like signal generators, a testbed, etc. to generate the transmit signals to be fed into
the channel emulator and, subsequently, to the RC or AC.

Another point of discussion is how to keep the environment static, as the anechoic cham-
bers features. In our case, we take advantage of the low mobility of the MIMO channel in
indoor environments to consider them as controlled scenarios.

There exist, however, certain similarities concerning the implementation of TBMCE that
could be compared to other proposals. Our solution follows the same principle used by BB
fading emulators, in such a way that the transmit signals are generated within the TX and
then altered in BB. As an example, a MIMO frequency-based wideband channel emulator
is proposed in [Nasr and Daneshrad, 2009]. This scheme is quite similar to ours since it
accepts channel measurements to be loaded and reproduces them as well. It is also based
on weighting the transmit signals to emulate the MIMO channel. However, the TX and RX
DUT are integrated on the same hardware, hence it does not belong to the OTA emulation
solutions. We are not constrained to provide only the I/Q signals, but upconverting them to
RF in order to perform OTA emulation.

One can think that adding a AFE along with the antennas to a solution that provides the
I/Q signal, would represent our solution. TBMCE goes beyond in its goals and in its targets.
When implementing this solution over a MIMO testbed, there exist some requirements that
we provide, which make the difference between our proposal and others:

• Synchronization: TBMCE is based on the TX/RX scheme proposed in Chapter 4,
using complex exponentials for synchronization. In this Chapter, the validation of
the results is carried out by transmitting complex exponentials. However, in the case
that, for example, a commercial RX device acts as the RX DUT, the transmitted
signals from our TX would not be exponentials but others compatible to the RX DUT
communication rules. So, the synchronization could be performed as well.

• Know the actual MIMO channel: There is a need to measure the MIMO channel
in advance. This facts justifies using the methodology presented in Chapter 4. The
propagation environment is one in particular depending on the position of the TX and
RX node and might change, so we need to measure it at that time. In the case that
the RX testbed node is a commercial RX, it must provide the channel measures.
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5.11 Successful stories

Finally, we briefly highlight the successful stories that the implementation of the TBMCE
has given rise.

• In [Vásquez et al., 2012], the authors generate time-variant channels by emulating them
using time-varying beamforming.

• In [Pérez-Cruz et al., 2013], the authors track frequency-selective and time-varying
channels, which measures have been obtained with the proposed methodology.

5.12 Conclusions

In this chapter, a simple and flexible solution for the OTA emulation of narrowband MIMO
systems using a MIMO testbed has been proposed.

• The emulation solution requires measuring the MIMO channel in advance. This channel
is assumed invariant during the emulation process.

• The solution is flexible in the sense that it can emulate any channel realization by
properly choosing the weights of the linear combination.

• The emulation can be carried out only using the MIMO testbed. We just simply need
to add an additional linear processing within the transmitter.

• We also provide real-world measurements to prove the feasibility and correctness of its
implementation on the GTAS MIMO testbed with excellent results.

• To emulate a nR × nT MIMO channel, we need a testbed with nR × nR antennas. So,
for a MISO case we just need a SISO testbed.

• The solution allows testing complete MIMO receivers, without the need of modifications.

• The DUTs could be at the TX and/or at the RX. The DUT can be also a complete RX
provided that the BB processor at the RX is able to estimate the equivalent baseband
channel.

• The scheme is well suited to test MIMO specific algorithms (space-time coding, spatial
multiplexing, etc.), that are usually implemented in TX and RX baseband processors.

• It offers a more flexible and cheaper solution compared to the current OTA emulation
techniques, typically based on commercial channel emulators, anechoic and reverbera-
tion chambers.
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Chapter6
Conclusions and Future Lines

In this work, a series of methodologies for measuring and emulating the MIMO channel are
presented. They have been implemented within the GTAS MIMO testbed in a simple and
effective way. With this aim, the testbed has been provided with a web interface based on
webservices which allows making the most of its functionalities and performance, allowing
these implementations and other forthcoming ones.

6.1 Conclusions

In Chapter 3, we have described the main features of MIMO wireless testbeds, focusing on the
one available in the GTAS group. As the main activity in this first part, the GTAS MIMO
testbed has been provided with an interface based on webservices that facilitates its control
and the implementation of MIMO techniques and algorithms. The interface is versatile,
efficient and secure. This webservice is accessible from almost every software application
like Matlab, web applications or even desktop applications. The whole system forms a great
academic solution but also turns on a powerful wireless research tool. The availability of
three testbed nodes along with the remote handling capabilities open the door to carry out
more complex experiments as multiuser schemes, cooperative communications, etc. Also,
as an example, a MIMO channel estimation methodology under MIMAX project based on
time-varying beamforming is described. Its implementation within our MIMO testbed led to
MIMO channel measurements that proved that the indoor MIMO channel is static when the
environment is stationary. This supposed one of the first challenges after the testbed and
the interface to control it were ready. The experience gained working in this project was of
paramount importance for the next chapters of this dissertation.

We have presented in Chapter 4 the design and implementation of a flexible broadband
MIMO channel measurement methodology. It is based on sending multifrequency signals
within a certain bandwidth, being really flexible since the separation between exponentials
can be chosen arbitrarily as well as the desired bandwidth. These parameters are limited by
the hardware in which it is implemented. The estimation algorithm used at the receiver side
(IWPA) has been modified to deal with complex exponentials and avoids the need of syn-
chronizing transmitter and receiver. This methodology can be implemented in any hardware
made up of radiofrequency (RF) modules and digital processing units (DPUs). In this case
it has been implemented and verified using the GTAS MIMO testbed with successful results,
although is by far not comparable in terms of performance to dedicated equipment. However,
it results a low-cost tool for accurately obtain MIMO channel measures that faithfully repre-
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sent the actual channel conditions. Many measurement campaigns have been carried out and
valuable parameters have been obtained for different publications and research goals. One
of the main conclusions of this chapter is that, in static indoor environments, the channel
remains constant; which gives an idea of its high temporal coherence. Therefore, realistic
channel conditions are difficult to reproduce given the nature of such indoor propagation
environments. This deterministic nature of these scenarios, far from being a disadvantage,
has motivated the design and implementation of a simple channel emulation methodology,
that will be described in Chapter 5.

Finally, in Chapter 5, we have proposed a simple and flexible solution for the OTA emula-
tion of narrowband MIMO systems using a MIMO testbed. In this dissertation, as well as in
the previous chapter, the GTAS MIMO testbed has been utilized to implement this solution.
In this case, it is based on linear combinations of the transmit signals to emulate the MIMO
channel. The coefficients of the linear combinations are complex weights which are obtained
from measuring the MIMO channel in advance. This channel is assumed invariant during
the emulation process. The solution is flexible in the sense that it can emulate any channel
realization by properly choosing the weights of the linear combination which, in terms of
implementation, just simply requires adding an additional linear processing within the trans-
mitter. To prove the feasibility and correctness of its implementation on the GTAS MIMO
testbed we have provided real-world measurements with excellent results. The solution allows
testing complete MIMO receivers, without the need of modifications. It offers a more flexible
and cheaper solution compared to the current OTA emulation techniques, typically based on
commercial channel emulators, anechoic and reverberation chambers.

6.2 Future lines

The theoretical and practical work that arises from this dissertation, can lead to different
interpretations and points of view when deciding which future lines are to be followed. In
our opinion, the most important future direction would be to improve our MIMO channel
emulation scheme in a way that wideband emulation can be performed. Below, the key steps
to follow this direction are explained. In addition, we

6.2.1 Wideband MIMO channel emulation

In Chapter 5, we have described the procedure for emulating narrowband MIMO channels.
As stated in that chapter, a linear combination of the transmit signals is performed in order
to emulate a desired channel.

As presented in Chapter 2, the wireless channel consists of several multipath components
(MPCs), each with its amplitude and delay. With the methodology proposed in Chapter 4 we
can measure wideband MIMO channels, i.e. we are able to extract each channel component,
with its associated gain and delay. If we consider this BB discrete-time model of the channel,
the transfer function is evaluated only over the bandwidth of the channel. This can be
represented as a complex-coefficient FIR filter. The number of MPCs depends on the longest
delay and the sample time. In our case, for our emulation methodology we only choose
one of these MPCs, so we simplify the wideband channel to a channel with just one MPC
(narrowband channel).

Thus, for emulating the narrowband channel we just consider the actual MIMO chan-
nel, H0, with one entry for each antenna combination. Therefore, the coefficients of the
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linear combination are just complex numbers, each multiplying the corresponding channel
coefficient.

For wideband emulation we need a set of weights corresponding to each entry of the
MIMO channel (in this case, each entry represents several coefficients since we consider a
wideband channel). Therefore, wideband emulation can be realized if, instead of complex
weights and complex multipliers, we multiply the entries of the MIMO channel by a filter of
length i, being i the number of MPCs to be considered.

In the literature, there exist several books for designing filters [Jackson, 1989,
Antoniou, 1993], that could serve as an initial point to design such model for emulating
wideband channels. It is of high importance to carefully quantize the filter coefficients from
floating-point to fixed-point, since this step can perturb the implemented frequency response
from its intended response.

6.2.2 Scope of application

The proposed methodologies (implementations) can be also be applied to different research
topics. This dissertation can contribute to improve the development and verification of current
theoretical research that is being carried out in GTAS. Some of its staff are investigating on
Interference Alignment (IA), relay channels and cognitive radio. Below we briefly describe
the potential applications in these areas:

• Regarding IA, some outstanding publications have been addressed in the last few years.
At present, these theoretical achievements are being evaluated in our lab using the
GTAS MIMO testbed in combination with the MIMO testbed of the University of
La Coruña [Garćıa-Naya et al., 2011]. As a main contribution for this research, the
Testbed-based MIMO Channel Emulation (TBMCE) results quite useful when assess-
ing these algorithms under controlled channels, with the possibility of making the con-
ditions repeatable. This would be a great inprovement since it is desirable to maintain
the environment as much stable as possible for evaluating the performance of these
techniques.

• Also, our tools turn out to be of high importance when implemented in the cheaper
and open source Universal Software Radio Peripheral (USRP) [Vásquez et al., 2012]
hardware, which have been briefly described in Chapter 3. The possibility of knowing
the actual channel, along with the capability of emulating it, give us the chance of
carrying out a huge amount of experiments. For example, this would bring along
heterogeneous experiments with both USRP and Nutaq equipment (or other different
manufactures), aiming at the design of MIMO multiple-access channels (MAC) as well
as broadcast channels (BC), under controlled conditions.

6.2.3 Straightforward improvements

Finally, as straightforward extensions of this dissertation, we point out several ideas that
would provide the different implementations with more flexibility.

• In Chapter 4 the back-to-back calibration has been carried out for a certain RF fre-
quency. Therefore, an open issue is to cover other central frequencies and bandwidths
(of course depending on the hardware in which it is implemented).
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• In Chapter 5, we have put forward closed forms for calculating the necessary weights
to emulate Ricean and Rayleigh channels. However, other expressions can be found for
emulating other kind of distributions, such as Nakagami, Weibull, etc.



AppendixA
MIMO channel measurement

features (Section 4.6)

In this chapter, the performance parameters of the multifrequency methodology for measuring
multiple-input multiple-output (MIMO) channels are put forward. Note that the values are
obtained when this methodology is implemented in the GTAS MIMO testbed, which means
that the performance results are constrained by the hardware in which it is implemented.

First of all, it is important to point out that our methodology is based on a semi-switched
configuration (switching in time at transmission and parallel reception). Figure A.1 represents
the semi-switched scheme for a 4× 4 configuration. Since we use parallel receivers, the time
employed to perform a single-input single-output (SISO) measurement, TSISO, matches up
with the time employed to perform a single-input multiple-output (SIMO) measurement,
TSIMO. The total time for a MIMO measurement is denoted as Tsnapshot, where τs and τl are
the spaces among transmissions that allows transmitter identification.

Our system is able to transmit the sequence depicted in Figure 4.10 one after another
(MIMO channel snapshots estimated consecutively) which means that the time among mea-
surements, Tmeas, is the same as the duration of the snapshot, Tmeas = Tsnapshot. It is also
possible to introduce ”no transmission” gaps among sequences, τsleep, which means that the
measurement time will be Tmeas = Tsnapshot + τsleep. τsleep is a time interval defined by the
user (e.g. any pause or sleep time).

The parameters that can be tuned in this scheme are:

• The number of samples of each si[n]. In our case, we consider 640.

• The sampling frequency. In our case, fs = 26MHz

A.1 SISO measurement time

The SISO measurement time is obtained as the quotient of the number of samples of the
signals and the sampling frequency, i.e.

TSISO = TSIMO =
640

26 exp(−6)
= 24.6µs (A.1)
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Figure A.1: Time diagram representing the transmission/reception scheme for our 4 × 4
antenna configuration.

A.2 Doppler Calculation

We try to measure the time varying nature of the channel by estimating the time that a
snapshot takes. The resolution in t will give us the maximum Doppler. This is, how fast
can be variation in t of our MIMO channel. So, we can express the Doppler bandwidth in a
general way as the inverse of the measurement time interval Tmeas.

DBW =
K

Tmeas
(A.2)

where K is usually a factor of value K = 1. For a fully-switched configuration, (A.2) can be
expressed as

DBW =
K

Tsnapshot + τsleep
=

K

TSISO · nT · nR + τsleep
(A.3)

where TSISO is the SISO measurement time, nT is the number of transmit antennas and nR

is the number of receive antennas. Since we are dealing with a semi-switched configuration,
the Doppler bandwidth can be expressed as

DBW =
K

Tsnapshot + τsleep
=

K

TSISO · nT + τsleep
(A.4)

where TSISO is the SISO channel measurement time (equal in this case to TSIMO) and nT is
the number of transmit antennas.

We have presented in the current manuscript on Table I that the TSISO = TSIMO =
24.6µs. Figure 6 in the current manuscript presents 11 MIMO channel snapshots (the curves
are overlapped since there was no moving objects in the environment and the nodes were
kept fixed). The sleep time, τsleep, in this case will be

τsleep ≈ 100 ms− (24.6 µs · 4) ≈ 99.9 ms (A.5)

If we set τsleep = 0 our Doppler bandwidth will be
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DBW =
K

TSIMO · nT + 0
= 10163Hz (A.6)

In summary, we can control the duration of the sleep time, τsleep, among snapshots but
the results presented in Table 5.2 compare the best Doppler bandwidth capabilities of each
testbed taking into account the different antenna schemes (nR × nT ), i.e., assuming that
τsleep = 0.

A.3 Maximum scatterer velocity

We define the maximum Doppler bandwidth as

DBWmax =
νmaxfcTs

c
(A.7)

where νmax is the maximum supported user velocity, fc is the carrier frequency, Ts is the
symbol duration and c stands for the speed of light. In our case we assume that Ts = 1 since
we are dealing with complex exponentials. Therefore, the maximum supported velocity will
be

νmax =
DBWmaxfc

c
=

10163 · 3 exp(8)
5.6 exp(9)

= 1960Km/h (A.8)
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