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Ramı́rez, Óscar González and Alfredo Nazábal (who listed me as co-author of his

paper journal). They all helped me to correct the chapters of this work and friendly

encouragement. Not forgetting to thank: Alvaro who has listed me as co-author of

his international conference paper, Christian and Miguel.

I had the pleasure to thank the Ministerio Español de Asuntos Exteriores y de
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Resumen

La aparición de sistemas de múlti-antena en las comunicaciones inalámbricas ha

ganado mucha atención en la última década. En los sistemas de múlti-antena, a

menudo llamados sistemas MIMO (múlti-antena tanto en el transmisor como en

el receptor o multiple-input multiple-output) convencionales, todos los caminos de

propagación tienen que ser adquiridos y procesados de forma independiente en banda

base. En consecuencia, para sitemas MIMO convencionales, los costes del hardware,

el tamaño y el consumo de enerǵıa son incrementados, y por lo tanto su aplicación

en el despliegue comercial de los transceptores inalámbricos de múlti-antena es limi-

tada. Una arquitectura de radio frecuencia RF-MRB (radio-frequency maximum-ratio

beamforming desarrollada por el proyecto MIMAX financiado por la UE) de baja en-

erǵıa y de bajo coste se ha propuesto para reducir significativamente la complejidad

del hardware mediante la realización de la ponderación adaptiva y la combinación

de las señales de antena en el frontal de RF. A pesar de que estas arquitecturas de

combinación analógica se limitan a procesar un único flujo de datos, todav́ıa pueden

extraer la diversidad espacial y la ganancia de array del canal MIMO.

Siguiendo esta ĺınea de investigación, esta tesis propone tres arquitecturas de com-

binación analógica de antena con el fin de reducir aún más la complejidad del sistema

sin tener un alto impacto en el rendimiento. En la primera arquitectura, la que hemos

denominado como RF-RWB (conformación de haz con peso real o real-weight beam-

forming) se aplica en cada rama de antena un sign switch seguido por un amplificador

de ganancia variable (variable gain amplifier o VGA), que esencialmente aplica una

multiplicacin con pesos reales directamente en el dominio de RF. El segundo esquema,

la que hemos denominado como RF-EPB (conformación de haz con fase igual o equal-

phase beamforming), sólo usa un VGA por cada rama de RF, que implementa una

multiplicación con pesos reales y no negativos. Por último, la tercera arquitectura,

que hemos denominado RF-EGB (conformación de haz con ganancia igual o equal-

gain beamforming), sólo cambia las fases de las señales RF mediante los combinadores

de fase analógicos en lugar de los moduladores vectoriales completos.
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Desde el punto de vista banda base, cada arquitectura plantea un problema difer-

ente del diseño de Los conformadores de haz (beamformers), donde los beamform-

ers de transmisión/recepción se fuerzan a tener pesos reales, pesos reales no nega-

tivos o pesos complejos con módulos constantes, respectivamente. Suponiendo un

conocimiento perfecto del canal en ambos lados de transmision y recepción, consid-

eramos el problema de diseño de estos beamformers RF restringidos, ambos en esce-

narios de desvanecimiento plano (flat-fading) y bajo transmisiones de multiplexación

por división de frecuencia ortogonal (orthogonal frequency division multiplexing o

OFDM). En el primer caso, el problema consiste en la selección de los beamformers

de transmisión y recepción que optimizan el rendimiento del sistema. En el segundo

caso, consideramos un criterio general del beamforming, que depende de un parámetro

único α. Este parámetro establece un compromiso entre la enerǵıa del canal SISO

(una sóla entrada y salida o single-input single-output) equivalente (después de la apli-

cación de los pesos) y su planitud espectral. La función de coste propuesta adoptar

los criterios más razonables para el diseño analógico de los beamformers de trans-

misión-recepción. Por lo tanto, para valores particulares del parámetro α el criterio

propuesto se reduce a la minimización de el error cuadrático medio (criterio MinMSE),

la maximización de la capacidad del sistema (criterio MaxCAP), o la maximización

de la relación señal a ruido (criterio MaxSNR). En general, el criterio propuesto se

reduce a un problema de optimización no convexa. Sin embargo, los casos SIMO (una

sóla entrada y múltiples salidas o single-input multiple-output) y MISO (múltiples en-

tradas y una sóla salida o multiple-input single-output) por MaxSNR, tienen cada uno

una solución de forma cerrada o pueden ser reformulados como problemas convexos.

Explotando este hecho, se utiliza un procedimiento de optimización alternativo para

encontrar una solución subóptima para el caso MIMO. Mientras que para los demás

criterios, se propone un algoritmo sencillo y eficiente de búsqueda de gradiente (gra-

dient search). Los algoritmos propuestos para todos los criterios proporcionan muy

buenos resultados en el estándar WLAN (por ejemplo 802.11a) basado en OFDM,

con un método de inicialización adecuado. Por último, llegamos a la conclusión de

que las arquitecturas propuestas representan una alternativa de bajo coste atractiva a

los sistemas MIMO convencionales y a otras arquitecturas de combinación analógica

de antenas (más costosas).



Abstract

The emergence of multiple antenna systems in wireless communications has gained

much attention during the last decade. In multiple antenna systems, often called

conventional multiple-input multiple-output (MIMO), all antenna paths must be in-

dependently acquired and processed at baseband. Consequently, for conventional

MIMO, the hardware costs, size and power consumption are increased, and thus its

application in the commercial deployment of multiple-antenna wireless transceivers is

limited. A low-power and low-cost radio-frequency (RF) maximum-ratio beamform-

ing (RF-MRB) architecture (developed by MIMAX EU-funded project) has been

proposed to significantly decrease the hardware complexity by performing the adap-

tive weighting and combining of the antenna signals in the RF front-end. Although

these analog combining architectures are restricted to process a single stream of data,

they can still extract the spatial diversity and array gain of the MIMO channel.

Following this line of research, this thesis proposes three analog antenna com-

bining architectures to further reduce the system complexity without having a high

impact on performance. The first architecture, which we refer to as RF real-weight

beamforming (RF-RWB) applies at each antenna branch a sign switch followed by a

variable gain amplifier (VGA), which essentially implements a multiplication by real

weighs directly in the RF domain. The second scheme, which we refer to as RF equal-

phase beamforming (RF-EPB), uses only a VGA per RF branch, which implements

a multiplication by a nonnegative real weight. Finally, the third architecture, which

we refer to as RF equal-gain beamforming (RF-EGB), only changes the phase of the

RF signals by means of analog phase shifters instead of complete vector modulators.

From a baseband point of view, each architecture poses a different beamforming de-

sign problem in which the transmit/receive beamformers are constrained to have real

weights, nonnegative real weights, or constant-modulus complex weights, respectively.

Assuming perfect channel knowledge at both the transmit and receive sides, we con-

sider the problem of designing these constrained RF beamformers, both in flat-fading

scenarios and under orthogonal frequency division multiplexing (OFDM) transmis-

sions. In the first case, the problem consists in selecting the transmit and receive

beamformers that optimize the system performance. In the second case, we consider
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a general beamforming criterion which depends on a single parameter α. This param-

eter establishes a tradeoff between the energy of the equivalent single-input single-

output (SISO) channel (after transmit-receive beamforming) and its spectral flatness.

The proposed cost function embraces most reasonable criteria for designing analog

transmit-receive beamformers. Hence, for particular values of α the proposed crite-

rion reduces to the minimization of the mean square error (MinMSE criterion), the

maximization of the system capacity (MaxCAP criterion), or the maximization of the

received signal-to-noise ratio (MaxSNR criterion). In general, the proposed criterion

results in a non-convex optimization problem. However, the MaxSNR single-input

multiple-output (SIMO) and multiple-input single-output (MISO) cases either have

a closed-form solution or can be reformulated as convex problems. Exploiting this

fact, an alternating optimization procedure is used to find a suboptimal solution for

the MIMO case. For the other criteria, we propose a simple and efficient gradient

search algorithm. The proposed algorithms for all criteria provide very good results in

practical OFDM-based WLAN standard such as 802.11a, with a proper initialization

method. Finally, we conclude that the proposed architectures represent an attractive

low-cost alternative to conventional MIMO systems and other (more costly) analog

antenna combining architectures.



Notation and Acronyms

Used Notation

|·| Absolute value or set cardinality

‖·‖ Euclidean norm

x Scalar (lowercase boldface)

x Column vector (lowercase)

x [i] Instance of vector x at time step i

xi i -th component of vector x

∠ (x) Vector formed by the phase angles of x

X Matrix (uppercase boldface)

[X]i,j Element in row i and column j of the matrix X

x∗ Complex conjugate of x

XT Transpose of matrix X

x̂ Estimate of x

XH Hermitian of matrix X

X−1 Inverse of matrix X

X1/2 Matrix square root

tr (X) Trace of matrix X

rank (X) Rank of matrix X

diag (X) Diagonal of a matrix X

vec (X) Stacking of columns of a (p× q) matrix X into a (pq × 1) vector

unvec (x) Inverse of the vec (X) operation, i.e., unvec (vec (X)) = X

X � 0 Means that X is Hermitian and positive semidefinite

X ≥ 0 Means that the elements of X are nonnegative
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R Set of real numbers

C Set of complex numbers

< (X) Real part of the complex matrix

I Identity matrix of appropriate dimensions

0 Zero-matrix of appropriate dimensions

E [x] Mathematical expectation of random variable x

⊗ Kronecker product

∗ Convolution

loga (·) Logarithm with respect to base a

∂
∂x

Partial derivative with respect to x

∇x Gradient operator with respect to x

O (·) Order of the computational complexity

f (x) Evaluation of a function f = f (·) in a point x

L Number of channel taps

Acronyms

ADC Analogue-to-digital converter

AWGN Additive white Gaussian noise

BER Bit Error Rate

CP Cyclic prefix

CSI Channel state information

DAC Digital-to-analogue converter

DFT Discrete Fourier transform

EGB Equal-gain beamforming

EPB Equal-phase beamforming

EVD Eigenvalue decomposition

FFT Fast Fourier transform

IDFT Inverse discrete Fourier transform

IEEE Institute of electrical and electronics engineers

IFFT Inverse fast Fourier transform
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i.i.d. Independently and identically distributed

ISI Inter-symbol interference

MIMO Multiple-input multiple-output

MISO Multiple-input single-output

MMSE Minimum mean square error

MRB Maximum-ratio beamforming

MRC Maximum ratio combining

MRT Maximum ratio transmission

MSE Mean Square Error

OFDM Orthogonal frequency-division multiplexing

QAM Quadrature amplitude modulation

QPSK Quadrature phase-shift keying

RF Radio frequency

RWB Real-weight beamforming

Rx Receiver

SIMO Single-input multiple-output

SISO Single-input single-output

SNR Signal-to-noise ratio

SVD Singular value decomposition

Tx Transmitter

WLAN Wireless local area network
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Chapter 1

Introduction

1.1 Motivation

Wireless communication started in 19th century when Michael Faraday and James

Maxwell predicted the existence of electromagnetic waves [Maxwell, 1865]. The theory

of these radio waves was demonstrated by Heinrich Hertz in 1888 [Story, 1904]. In

the first wireless systems the transmission of radio waves was only carried out over

line-of-sight distances. These early communications networks were replaced in the

1890s when Guglielmo Marconi developed the telegraph network. Today, several

types of wireless communications are based on new transmission techniques and have

advanced rapidly to enable transmissions over larger distances with better quality,

less power, and smaller, lower cost devices. They must operate reliably in various

environments: macro, micro, and pico cellular; urban, suburban, and rural interior

and exterior. In addition, they should enable people to reach tremendous amounts of

information anywhere, anytime, with any mobile user terminal.

To exploit the benefits (e.g., diversity or multiplexing gain) obtained when multiple

antennas are used at both the transmitter and the receiver, conventional multiple-

input multiple-output (MIMO) systems require all antenna paths to be independently

acquired and jointly processed at baseband. This increases the cost of the transceiver,

which is approximately proportional to the number of analog-to-digital converters

(ADCs) [Sandhu and Ho, 2003, Eickhoff et al., 2009]. For this reason, the imple-

mentation of conventional MIMO transceivers becomes a major problem in low-cost

wireless terminals, where the hardware complexity is strictly limited. In order to

increase the energy efficiency of such systems without excessively increasing the size

and hardware cost, several schemes have been proposed based on shifting part of

the spatial signal processing from the baseband to the radio-frequency (RF) front-

end [Sandhu and Ho, 2003, Eickhoff et al., 2009, Vı́a et al, 2010a]. With this goal

in mind, a RF-MIMO architecture that performs spatial processing directly in the
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analog domain is currently being developed within the EU-funded project MIMAX1

(MIMO systems for maximum reliability and performance). Although these analog

combining architectures are restricted to process a single stream of data, they can

still extract the spatial diversity and array gain of the MIMO channel.

In particular, the RF-MIMO architecture proposed in [Eickhoff et al., 2008,Eickhoff

et al., 2009] uses at each branch a phase splitter and two variable gain amplifiers

(VGA), which essentially implement a multiplication by a complex weight directly in

the RF domain. Subsequently, the weighted RF signals are added before acquisition.

In the case of flat-fading channels and assuming perfect channel state information,

this RF-MIMO scheme, which we refer here to as maximum-ratio beamforming (RF-

MRB), can implement the optimal MIMO beamforming solution by properly choosing

the gains of the in-phase and quadrature signals at each branch. The problem is

more involved in the case of frequency selective channels and orthogonal frequency

division multiplexing (OFDM) transmissions, because the same analog beamformer

is applied to all the subcarriers and thus the problem is inherently coupled [Vı́a et

al, 2010a]. The RF-MRB architecture and its beamforming design algorithms have

been thoroughly studied in several publications [Eickhoff et al., 2008,Eickhoff et al.,

2009,Vı́a et al., 2009b,González et al., 2010,Vı́a et al., 2010b,Elvira and Vı́a, 2009].

1.2 Original Contributions

The works on RF-MRB architecture suggest that the performance gap with respect

to conventional architectures is justified by the reduction in hardware cost and power

consumption. Following this line of research, the motivation of this thesis is to in-

vestigate other alternative analog antenna combining architectures that could further

reduce the system complexity without having a high impact on performance.

Analogously to RF-MRB, we consider three alternative architectures for analog

antenna combining scheme to exploit spatial diversity and array gain. The basic

idea of these new architectures is to simplify the hardware complexity of the RF-

MRB transceiver. Specifically, they can significantly reduce the circuit complexity,

power consumption, system costs and size using phase shifters and VGAs at each RF

branch. Taking into account the nature of their associated beamformers these new

architectures are:

1. The RF real-weight beamforming (RF-RWB) architecture applies at each branch

a sign switch (i.e., a controllable 0◦/180◦ phase shifter) followed by a VGA,

which jointly permit to change the amplitude and sign of each incoming RF

1MIMAX is the European Union funded research project that aims to investigate and develop a
more powerful WLAN device, see Section 3.2 for more details.
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signal before adding them up. Specifically, this architecture uses a set of beam-

formers with real coefficients to perform analog antenna combining scheme.

2. RF equal-phase beamforming (RF-EPB) architecture, which uses only a VGA

per RF branch. This architecture uses a nonnegative real weight to scale the

amplitude of each transmitted or received signal without shifting its phase.

3. RF equal-gain beamforming (RF-EGB) architecture, which changes only the

phases of the RF signals by means of analog phase shifters. Specifically, the

vector modulators used in RF-MRB are substituted by wideband analog phase

shifters.

From a baseband point of view, these three RF-MIMO architectures pose different

constrained beamforming problems in which the beamformer weights, instead of being

complex numbers (like those of the RF-MRB or the conventional MIMO schemes) are

constrained to be real (RF-RWB), nonnegative real (RF-EPB) or constant-modulus

complex numbers (RF-EGB), respectively. The main emphasis of this dissertation is

on the beamforming design problems and system complexity; the tradeoffs related to

the system size and power consumption of the different topologies require a separate

study and falls outside the scope of this work.

Assuming perfect channel knowledge at the transceiver, we consider the problem

of designing the transmit and receive RF beamformers. We first consider the case of

flat-fading MIMO channels and then we extend the study to frequency-selective chan-

nels using multicarrier transmissions. Under OFDM, a general beamforming criterion

is proposed, which depends on a single parameter α. This parameter establishes a

tradeoff between the energy of the equivalent SISO channel (after transmit-receive

beamforming) and its spectral flatness. The proposed cost function embraces most

reasonable criteria for designing analog transmit-receive beamformers. Hence, for

particular values of α the proposed criterion reduces to the minimization of the mean

square error (MSE), the maximization of the system capacity, or the maximization

of the received signal-to-noise ratio (SNR). Taking into account the constraints in-

troduced by the different architectures, the beamforming design problems for MIMO

channels are highly non-convex, and we have to resort to a set of iterative algo-

rithms based on the successive solution of the equivalent single-input multiple-output

(SIMO) and multiple-input single-output (MISO) problems. These iterative methods

are guaranteed to converge (although not necessarily to the global optimum), and

with a proper initialization method they provide very satisfactory results, both in the

case of flat-fading and frequency-selective channels.
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1.3 Thesis Outline

The remaining chapters of this thesis are organized as follows:

• Chapter 2 summarizes the benefits of multiple antenna systems for wireless

communications: spatial multiplexing techniques, spatial diversity techniques,

and beamforming techniques (array gain). Then, it gives an overview on the

system models of wireless channels used through this thesis to design of conven-

tional and alternative MIMO architectures. It focuses on beamforming design

for the conventional MIMO architecture under OFDM transmission, and intro-

duces some concepts related to the performance of wireless communications.

Finally, the IEEE 802.11a standard is reviewed and a brief summary concludes

this chapter.

• Chapter 3 presents the maximum-ratio beamforming architecture (RF-MRB)

developed in the MIMAX project. Some of their details, such as frame for-

mat and channel estimation will be reviewed, and their benefits (i.e., spa-

cial diversity, multiplexing and array gains) will be pointed out. Addition-

ally, the extension to the multicarrier transmission for RF-MRB architecture is

discussed. More importantly, Chapter 3 introduces the alternative RF archi-

tectures. That is, the real-weights beamforming (RF-RWB), the equal-phase

beamforming (RF-EPB), and the equal-gain beamforming (RF-EGB), which

are based on real, nonnegative real, and constant-modulus complex weights,

respectively. Finally, a brief summary concludes the chapter.

• Chapter 4 addresses the problem of designing the RF beamformers in the case

of flat-fading channels. The closed-form solutions in the SIMO case are ob-

tained for the different architectures. An alternating optimization algorithm is

proposed to obtain the transmit and receive beamformer vectors for the MIMO

case. Finally, the proposed simplified RF-MIMO architectures are evaluated by

means of some numerical examples and a brief summary concludes the chapter.

• Chapter 5 addresses the analog beamforming design problem for frequency-

selective channels. The proposed RF combining architectures are now extended

to broadband transmissions employing orthogonal frequency division multiplex-

ing (OFDM) modulation. A general beamforming criterion which depends on a

single parameter α is presented. Based on this parameter, three design criteria

are obtained: the maximization of the received SNR (MaxSNR, α = 0), the

maximization of the system capacity (MaxCAP, α = 1), and the minimization

of the MSE (MinMSE, α = 2) of the optimal linear receiver. The associated op-

timization problem is then analyzed, and the proposed beamforming algorithms
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are also introduced. Finally, some simulation results and a brief summary con-

clude the chapter.

• Chapter 6 summarizes the main results of this thesis, provides a list of derived

publications, and suggests some future research lines.



Chapter 2

Multiple Antenna Communications

2.1 Introduction

The use of multiple antennas at the transmitter and the receiver has revolutionized

wireless communications over the past decade. In the 90s, Foschini and Gans in

[Foschini and Gans, 1998] and Telatar in [Telatar, 1999] predicted large capacity

gains by using multiple antennas at both link ends. Unlike single-input single-output

(SISO) systems, in multiple-input multiple-output (MIMO) each pair of transmit

and receive antennas provides a signal path from the transmitter to the receiver.

Specifically, it has been shown that if the signals fading between pairs of transmit

and receive antenna elements are independent and identically distributed (i.i.d.), the

capacity of MIMO systems can increase linearly with the number of antennas [Foschini

and Gans, 1998].

These idealized conditions are however, not fully met in practice, because the

performance of a real MIMO system is affected by non-ideal propagation conditions

[Gesbert et al., 2003] and by mutual coupling effects due to finite spacing of antenna

elements [Wallace and Jensen, 2004, Waldschmidt et al., 2004]. Additionally, the

use of this scheme increases the hardware cost, complexity and power consumption.

These drawbacks might explain, at least partially, why MIMO technologies have not

found yet widespread use in low-cost wireless terminals. One way to overcome these

drawbacks is to develop new simplified RF-MIMO schemes (such as those proposed

in this thesis) that perform spatial processing directly in the analog domain, while

still retaining some of the benefits provided by conventional MIMO (e.g., diversity

and array gains).

Three types of fundamental gains can be obtained when multiple antennas are used

in wireless communications systems at both the transmitter and the receiver [Gesbert

et al., 2003,Loyka and Levin, 2007,Loyka and Levin, 2010]:

• Multiplexing gain r, shows how fast the outage capacity Cout,p for a probability

of outage p scales with increasing SNR, i.e.,
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r = lim
SNR→∞

Cout,p
log2 (SNR)

.

In the case of packet-based transmissions, transmitting at a given fixed rate

of Cout,p bps, po/o of the frames would be lost, while the other 1 − po/o will be

decoded without error.

• Diversity gain Gd, is defined as the asymptotic negative slope of the bit error

rate (BER) or frame error rate (FER) versus the SNR in log-log scale,.i.e.,

Gd = lim
SNR→∞

− log2 (BER)

log2 (SNR)
.

• Array gain is defined as the increase in average output SNR at the input of the

receiver.

However, these three desirable attributes usually compete with one another, for

example, an increase in data rate will in general come at the expense of an increase in

either the error rate or transmit power. Specifically, it was proved in [Zheng and Tse,

2003,Tse and Viswanath, 2005], that both maximum gains1 cannot be simultaneously

achieved. In fact, for any MIMO communication system there is a tradeoff between

both quantities (i.e., diversity and multiplexing gains) [Loyka and Levin, 2010], which

can be formally expressed as

Gd (r) = (nT − r) (nR − r) , 0 ≤ r ≤ min (nT , nR) . (2.1)

As can be seen from Figure 2.1, any MIMO scheme that aims at improving the

transmission reliability by exploiting all the diversity gain, must transmit along a

single spatial mode at a fixed rate (multiplexing gain). For example, if a MIMO

system requires to improve the transmission reliability at the diversity gain Gd = 9,

the multiplexing gain is fixed only at r = 1. Conversely, a MIMO system that

exploit all the multiplexing gain and sends information along all the spatial modes

(probably with some kind of adaptive modulation scheme), then it will not achieve

spatial diversity gain.

This chapter summarizes the benefits of multiple antenna systems for wireless

communications in Section 2.2. In Section 2.3, we will give an overview of the system

models used through this thesis. Section 2.4 will focus on beamforming design for

conventional MIMO architecture under orthogonal frequency division multiplexing

(OFDM). Finally, in Section 2.5, the IEEE 802.11a standard is reviewed, then a brief

summary concludes this chapter.

1For nT ×nR (nT , nR are the number of transmit, receive antennas) MIMO system the maximum
achievable diversity gain is Gd,max = nT nR, whereas the maximum achievable multiplexing gain is
rmax = min (nT , nR).
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Figure 2.1: Achievable diversity-multiplexing curves for 4×4 system with Full-MIMO
and SISO schemes.

2.2 Benefits of Multiple Antennas for Wireless

Communications

The three types of multiple antenna techniques are discussed in detail in this section.

In the first subsection, we will address spatial multiplexing techniques which permit to

increase the transmitted data rate and hence the system capacity (multiplexing gain).

Subsection 2.2.2 focuses on spatial diversity techniques, that increase the system

reliability by decreasing the bit error rate (diversity gain). Finally, we introduce

beamforming techniques used to improve the SNR by decreasing the required transmit

power (array gain) of wireless systems.

2.2.1 Spatial Multiplexing

Spatial multiplexing techniques are used to achieve multiplexing gain benefit. In these

techniques, a high rate signal is demultiplexed into multiple lower rate streams and

each stream is transmitted from a different transmit antenna in the same frequency

channel. At the receiver, these streams can be separated by means of MIMO decoding

techniques. Spatial multiplexing is a very powerful technique for increasing channel

capacity in comparison to single-antenna systems, and it can be used with or without
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transmit channel knowledge [Mishra and Chauhan, 2011]. The maximum number of

spatial streams depends on the number of antennas at the transmitter and at the

receiver. In fact, the capacity of a MIMO system with nT transmit and nR receive

antennas grows linearly with the minimum of nT and nR.

The basic structure of a spatial multiplexing system is illustrated in Figure 2.2,

where the information bit sequences after the demultiplexing technique are modulated

and transmitted simultaneously over the MIMO channel. At the receiver, the trans-

mitted sequences are separated and further processed using a detection algorithm to

extract the desired signal.

Figure 2.2: Basic principle of spatial multiplexing.

In practice, the presence of ISI due to multipath signal propagation in wireless

channels can cause a significant degradation in the system performance. One ap-

proach to circumvent the ISI problem is to use a multicarrier transmission scheme

and multiplex data symbols (e.g. OFDM modulation) onto quasi-flat parallel narrow

subchannels. Thus, the transmission schemes developed for flat-fading channels can

be applied within each subchannel.

2.2.2 Spatial Diversity

Spatial diversity can be considered as the maximum number of independent copies of

the transmitted signal in a particular communication system. It may be obtained by

transmitting the data signal over multiple independent fading paths and performing

proper combining at the receiver [Buehrer et al., 2002]. This diversity technique is

an attractive alternative that provides an increased average received SNR without

sacrificing time or bandwidth, instead of time or frequency diversity that incurs in

an expense of time or bandwidth, respectively. This is accomplished on the basis of

a diversity gain.



Benefits of Multiple Antennas for Wireless Communications 10

Diversity reception techniques are applied in systems with a single transmit an-

tenna and multiple receive antennas. With this setup, each receive antenna receives

copies of the transmitted signal through different channels. As can be seen from

Figure 2.3, this technique performs a linear combination of the individual received

signals, in order to provide a diversity gain. There have been numerous methods

proposed in the literature for combining the received signals. In the case of flat-

fading channels, the optimum combining strategy in terms of maximizing the SNR

at the combiner output is maximum ratio combining (MRC) [Brennan, 2003], which

requires perfect channel knowledge at the receiver. In the literature, there are several

suboptimal combining strategies to provide diversity gain, such as equal gain com-

bining (EGC), where the receive signals are co-phased and added up, or selection

diversity (SD), where the received signal providing the maximum SNR is selected,

whereas all other received signals are discarded [Brennan, 2003, Vucetic and Yuan,

2003]. All three combining techniques achieve full diversity with regard to the num-

ber of the receive antennas [Balaban and Salz, 1992]. Note that, when using these

combining schemes, the signals on the various antennas are multiplied by a complex

coefficient wi. Hence, diversity reception (or combining) can actually be seen as a

form of beamforming where the received signal is weighted in amplitude and in phase

by the complex weight vector w = [w1, . . . wnR ]T , as shown in Figure 2.3. In the

case of frequency-selective channels, optimal combining techniques were for example

considered in [Eng and Milstein, 1996].

Figure 2.3: Basic principle of diversity combining system.

The second concept of spatial diversity (transmit diversity) is depicted in Figure

2.4. With transmit diversity, multiple antennas are only required at the transmitter,

whereas multiple receive antennas are optional; these can be utilized to further im-

prove performance. The main objective of transmit diversity is to provide a diversity

or coding gain by sending redundant replicas of the transmitted information through
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independent faded channels. Note that the same information is transmitted by multi-

ple antennas (in contrast to spatial multiplexing, where independent bit sequences are

transmitted), thus providing independent fading channels between transmitter and

receiver. In addition, to achieve low correlation among these channels, the antennas

must be sufficiently far from each other. Therefore, an adequate preprocessing of the

signals is performed prior to transmission, typically with channel knowledge at the

transmitter. In wireless mobile networks, to enhance the crucial downlink, and to

reduce the cost and size of such terminals, transmit diversity is required and applied

at the base station.

Figure 2.4: Basic principle of spatial transmit diversity.

2.2.3 Array Gain

The potential advantages of using multiple antennas do not end with increasing data

rates (multiplexing gain) and improving error rates (diversity gain). They can also be

utilized to improve the received signal-to-noise ratio (SNR) at the receiver in a single-

user scenario. Furthermore, they can be used in multiuser scenarios to suppress co-

channel interference (CCI), i.e., to improve the signal-to-interference-plus-noise ratio

(SINR) at the receiver.

In this dissertation, beamforming techniques will be considered in order to achieve

the array gain, and the beamforming techniques will be only addressed in a single

user scenario. In this case, not only the phases of the received signals are handled,

but the basic idea consists of applying the complex weights (gain factor and phase

shift) or beamformers to the received signals as shown in Figure 2.5. Specifically,

beamforming exploits the channel impulse response of each antenna element to find

array weights that satisfy a desired criterion, typically maximizing the SNR. As long

as the channel response is known at the transmitter, this technique steers the transmit
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signal to the desired user by exploiting the eigenvalue decomposition of the channel

response. This beamforming technique is more viable in realistic wireless broadband

environments, which are expected to have significant local scattering.

Figure 2.5: Basic principle of beamforming technique.

Analogously to spatial diversity, and as can be seen from Figure 2.5, beamforming

techniques can be implemented at either the transmitter or the receiver to provide an

array gain. Specifically, through this thesis, we use the term transmit beamforming to

refer to a system in which the weights (or beamformers) are applied at the transmitter,

and we use receive beamforming (or combining) to refer to those in which the weights

are applied at the receiver [Lo, 1999]. The scenario is equivalent to the classical

MRC (maximum ratio combining) technique [Jakes, 1974], where the signals from the

received antenna elements are weighted such that the SNR of their sum is maximized.

2.3 System and Channel Model

In wireless communication channels, signals are free to travel in any direction, and

they can be attenuated, reflected, and scattered by many obstacles in the direction

of propagation. These phenomena affect the characteristics (amplitude, phase, polar-

ization) of the signals and can be detrimental to a wireless communication systems if

not well understood and accounted for. In this section, we present a brief overview

of the basic properties for both flat-fading and frequency-selective channels used in

this thesis for transceiver design in the case of MIMO systems.

2.3.1 Flat-Fading Channel

In practice, the signal reaches the receiver through multiple paths with attenuations

and scattering phenomena. These paths usually have different lengths (delays), arrive

from different directions (angles), and have different strengths. In the absence of

multipath, the signal fades as the distance between the transmitter and the receiver

grows. On the other hand, fading can be considered even if the transmitter and the
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receiver are close to each other. In this case, fading occurs because of destructive

interfering paths.

There are several key parameters that can be used to capture the basic character-

istics of fading models. The most important key parameters according to [Tse and

Viswanath, 2005] are:

• Delay spread Td, measures the maximum delay between the shortest and the

longest paths [Tse and Viswanath, 2005, Ergen, 2009]. The delay spread will

be low in indoor environments which are scattering rich but short distance. On

the other hand, the delay spread will be high in outdoor environments (long

distances and scattering rich).

• Coherence bandwidth (∆f)c, measures the correlation of the channel at two

different frequencies [Ergen, 2009]. It is the inverse of the delay spread given as

(∆f)c ≈
1

Td
. (2.2)

• Coherence distance rc, is the minimum distance between two points in space

where the channel statistics are independent, and it depends on the carrier

wavelength λ0. In other words, rc is defined as the minimum distance between

a constructive interference and a destructive interference.

• Angular spread θd, is defined as the maximum angle between paths with signif-

icant energy. The angular spread in indoor environments is usually high, while

in outdoor environments, it will be high at the mobile stations (for example,

cellular networks), and low for the base stations.

• Coherence time (∆t)c, gives a measure of temporal duration in which we can

consider that the channel is essentially invariant. In other words, the coherence

time depends on the velocity of both the transmitter and the receiver.

• Doppler spread Ds: When a signal is sent from a transmitter to a receiver and

the latter is moving at a certain speed, there is a change in signal frequency.

This phenomenon is called Doppler shift [Vucetic and Yuan, 2003,Ergen, 2009].

The doppler spread Ds is defined as the maximum difference in Doppler shift

between any pair of paths. In other words, Ds is also inversely proportional to

the coherence time (∆t)c :

Ds =
1

(∆t)c
. (2.3)
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In addition, for flat-fading channels the coherence bandwidth is greater than the

bandwidth of the transmitted signal Bs [Goldsmith, 2005,Tse and Viswanath, 2005].

In the time domain, the delay spread will be smaller than the symbol time Ts. Then,

all the frequency components of the transmitted signal undergo the same attenuation

and phase shift when propagating through the channel.

System Model

In order to describe the system model for flat-fading channels, we consider a commu-

nication link between a transmitter and a receiver with nT and nR antennas, respec-

tively. This system is conventionally referred to as nT × nR MIMO system. Initially,

the signal bandwidth is assumed to be less than the coherence channel bandwidth,

therefore, all frequency components of the signal will experience the same magnitude

of fading. Thus, the complex baseband model of the MIMO system at time index n

can be described as

y (n) = Hs (n) + n(n), (2.4)

where s ∈ CnT×1 and y ∈ CnR×1 are the transmitted and the received symbol vectors,

respectively, and H ∈ CnR×nT is the channel matrix with entries hi,j. Each hi,j
corresponds to the channel magnitude and phase response between the j -th transmit

and the i -th receive antenna. Furthermore, n ∈ CnR×1 is the noise vector with its

entries being independent and identical distributed (i.i.d) complex Gaussian random

variables with zero-mean and variance σ2
n.

2.3.2 Frequency-Selective Channel

The impulse response of a frequency-selective fading channel has a delay spread that

is greater than the time duration of the transmitted signal waveform, i.e., the spec-

trum of the transmitted signal has a bandwidth which is greater than the coherence

bandwidth of the channel.

To describe the system model in the case of frequency-selective channels, we con-

sider a channel that extends over L symbols, which can be described as a tapped

delay line. In this case, for each of the L channel taps, the MIMO channel matrix

can be written as H (l) ∈ CnR×nT , where l = 0, . . . , L − 1. Thus, the MIMO system

model is given by

y (n) =
L−1∑
l=0

H (l) s (l − n) + n(n). (2.5)
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2.4 Beamforming for Conventional MIMO

2.4.1 Conventional MIMO Architecture

In this section, we present a conventional MIMO architecture, where the implemen-

tation of beamformers can be done in baseband, by first converting all signal infor-

mation to the digital domain [Sandhu and Ho, 2003]. The general block diagram of

this architecture is displayed in Figure 2.6, which shows the receiver side.

In this scheme, the received signal at each antenna branch must be downconverted

and analog-to-digital converted (ADC) before combining. The downconversion to

the baseband domain can be done based on I/Q demodulator, then two ADCs are

required to sample both the in-phase and quadrature components of the baseband

signal. In baseband, the complex weight vector w can be applied in the digital domain

to combine the complex-baseband signals from each element. Therefore, performing

the beamforming functions in the digital domain provides better performance than

other beamforming schemes. It also makes the system highly flexible, as it is relatively

easy to design the beamformers.

y1

Baseband
Low-pass

LO

Low-pass

LO

Low-pass
LO

Low-pass

LO

w
Rn

yHw

w1

y
Rn

Figure 2.6: Conventional MIMO beamforming in the baseband domain.

Despite of the high flexibility provided by this scheme, its implementation into wire-

less communication transceivers is still limited by two important drawbacks: First, a

digital beamformer requires a complete transceiver chain per antenna. This will result

in a significant increase in cost and power consumption, which limits the scalability (in
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the number of antennas) of this architecture. Second, the cost of conventional MIMO

transceiver is approximately proportional to the number of used ADCs [Sandhu and

Ho, 2003]. The power consumption of these ADCs is a major issue in the imple-

mentation of this architecture, as it can significantly reduce the battery life of small

wireless equipments, which require a low power consumption.

On the other hand, the crucial points in the beamforming design scheme are the

complexity, robustness and power dissipation. For that reason, other approaches will

be proposed in order to reduce the hardware complexity and the implementation cost,

which will be the main motivation of the next chapter.

2.4.2 System Model Under OFDM Transmissions

OFDM Basics

Multiple antenna systems can be used in combination with orthogonal frequency

division multiplexing (OFDM) modulation to transmit data in parallel mode. In

this scheme, the data is modulated on a set of parallel subcarriers separated by a

minimum frequency bandwidth to maintain the orthogonality property. Specifically,

each subcarrier uses a conventional modulation scheme (such as quadrature amplitude

modulation (QAM) or phase-shift keying (PSK)) at a low symbol rate, maintaining

total data rates similar to conventional single-carrier modulation schemes in the same

bandwidth.

The most important advantage of OFDM over single-carrier schemes is its ability

to cope with severe channel conditions (for example, narrowband interference and

frequency-selective fading due to multipath) without complex equalization filters.

Channel equalization is simplified because OFDM may be viewed as using many

slowly-modulated narrowband signals rather than one rapidly-modulated wideband

signal. The low symbol rate makes the use of a guard interval between symbols

affordable, making it possible to handle time-spreading and eliminate intersymbol

interference (ISI). For more details about this modulation technique see [Bingham,

1990,Bhai et al., 2004,Wang and Giannakis, 2000] and the references therein.

MIMO-OFDM System Model

In this subsection we focus on the general system model for conventional MIMO ar-

chitecture under OFDM transmission in frequency-selective channels. Let us consider

a MIMO system with nT transmit (Tx) and nR receive (Rx) antennas, and with unit-

energy transmit and receive beamformers defined by the baseband weights in Figure

2.6. Assuming a transmission scheme based on OFDM with Nc data-carriers and

using a cyclic prefix longer than the channel impulse response, the communication
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system after Tx-Rx baseband beamforming may be decomposed into the following set

of parallel and non-interfering single-input single-output (SISO) equivalent channels

yk = wH
R,kHkwT,ksk + wH

R,knk, k = 1, . . . , Nc, (2.6)

where yk ∈ C is the observation associated to the k -th data carrier, sk ∈ C is the

transmitted symbol, nk ∈ CnR×1 represents the complex circular i.i.d. Gaussian noise

with zero mean and variance σ2, wT,k ∈ CnT×1 and wR,k ∈ CnR×1 are the transmit

and receive beamformers in baseband (a pair of beamformers for each subcarrier k),

and Hk ∈ CnR×nT represents the MIMO channel for the k-th data-carrier.

2.4.3 Optimum Weights for the Conventional MIMO Archi-
tecture

This subsection is dedicated to the evaluation of conventional MIMO beamforming

solutions applied to the frequency-selective channel models. In such channels, the

conventional OFDM-MIMO receiver computes the DFT of each baseband signal and

hence it can apply the optimal processing independently for each subcarrier. This

scheme is sometimes called post-DFT and (in this dissertation) we will also refer to

it as Full-MIMO processing.

Subsequently, the considered baseband Tx-Rx beamforming pair is designed for

maximizing the received signal-to-noise ratio (SNR) at the k -th subcarrier. From the

signal model presented in (2.6), under the assumption of flat-fading channel Hk, and

taking into account the power constraint at the transmitter, as well as the unit energy

beamformers ‖wT,k‖2 = ‖wR,k‖2 = 1 for the k -th subcarrier, the SNR at the k -th

subcarrier is expressed as

SNRk =
E
[∣∣wH

R,kHkwT,ksk
∣∣2]

E
[∣∣wH

R,knk
∣∣2] =

∣∣wH
R,kHkwT,k

∣∣2
σ2
n

. (2.7)

In order to deduce the expression of the optimum Tx-Rx beamformer pair, the

eigendecomposition of the channel matrix Hk is performed. More specifically, the op-

timal beamformers for the k -th subcarrier are given by the singular vectors associated

to the largest singular value of Hk. It should be noted that the optimization procedure

for conventional MIMO-OFDM beamforming design requires full channel knowledge

to obtain the optimal weights, wR,k, and wT,k, per subcarrier. This technique is also

referred to as dominant eigenmode transmission (DET) [Andersen, 2000,Dahl et al.,

2004], because the transmission occurs only along the dominant channel eigenmode.
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Computational Complexity of Conventional MIMO-OFDM Systems

Under OFDM transmission, the conventional MIMO architecture in Figure 2.6 re-

quires a separate DFT block for each antenna branch at the receiver (and a separate

IDFT block at the transmitter). Thus, the signals in the individual receive anten-

nas need to be processed by a separate Nc-point DFT. In practical communication

systems, a fast Fourier transform (FFT) is used instead of DFT, although the com-

putational complexity is still very important. Therefore, according to [Lee, 2009],

the total computational complexity cost required to compute an Nc-point FFT or in-

verse FFT will be in the order of O (Nc log2Nc) and thus, the overall computational

complexity required for nR received antennas amounts to O (nRNc log2Nc + nRNc).

On the other hand, we take into account the computational complexity associated

to compute the weight vector wR,k per subcarrier k. Thus, in the case of conventional

MIMO-OFDM systems, Nc eigenvalue decompositions (EVDs) blocks are needed to

compute Nc beamvectors per subcarrier k. Therefore, from [Nesterov and Nemirovsky,

1994] a direct EVD method typically has a cost of O (n3) operations for a square

matrix of size n. In the considered case, the matrices HH
k Hk (for k = 1, ..., Nc) are of

size nR × nR and thus, the total complexity of Nc EVDs will be of order O (Ncn
3
R).

2.5 Overview of IEEE 802.11a Standard

The first wireless local area network (WLAN) standard created by the Institute of

Electrical and Electronics Engineers (IEEE) was the IEEE 802.11 standard. The

IEEE 802.11 WLAN standard defines a set of specifications for medium access control

(MAC) layer, MAC management protocols and services, and a physical layer (PHY).

The IEEE 802.11a WLAN is one of the 802.11 standard family which has been

developed to extend the frequency band to 5 GHz. The PHY layer of IEEE 802.11a

is based on OFDM modulation and provides eight different PHY modes with data

rates ranging from 6 Mbps up to 54 Mbps [Yang et al., 2007,Ohrtman and Roeder].

This scheme provides higher data rates and bandwidths for wireless systems which

have an increasing number of users. The basic OFDM parameters of IEEE 802.11a

are summarized in Table 2.1 [IEEE 802.11a standard, 1999].

2.5.1 IEEE 802.11a OFDM PHY Layer and Frame Format

The 802.11 PHY layer is the interface between the MAC and the wireless medium

where frames are transmitted and received. The frame exchange between MAC and

PHY is generated in IEEE 802.11a PHY based on OFDM to mitigate the multipath

effects without sacrificing transmission rate. Under OFDM transmissions, PHY layer

splits the information signal across 52 separate subcarriers; four subcarriers are pilot
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Parameter Value
NFFT : FFT/IFFT length 64
Np: Number of pilot subcarriers 4
Nd: Number of data subcarriers 48
Nc: Number of total subcarriers 52 (Np +Nd)
∆f : Subcarrier frequency spacing 312.5 kHz (=20 MHz/NFFT )
TFFT : FFT/IFFT period 3.2 µs (1/∆f)
TGI : Guard interval duration 0.8 µs (TFFT/4)
TSYMBOL: Total OFDM symbol duration 4.0 µs (TGI + TFFT )
BW : Occupied bandwidth 16.6 MHz (∆f(Nc + 1))

Table 2.1: OFDM parameters of the IEEE 802.11a standard.

Mode Modulation Code rate Data rate
1 BPSK 1/2 6 Mbps
2 BPSK 3/4 9 Mbps
3 QPSK 1/2 12 Mbps
4 QPSK 3/4 18 Mbps
5 16-QAM 1/2 24 Mbps
6 16-QAM 3/4 36 Mbps
7 64-QAM 2/3 48 Mbps
8 64-QAM 3/4 54 Mbps

Table 2.2: Eight PHY modes of the IEEE 802.11a PHY layer.

signals (for synchronization), and the remaining 48 subcarriers are considered to

transmit the information bearing signal. The IEEE 802.11a PHY supports eight PHY

modes (transmissions) with different modulation schemes and coding rates. Table 2.2

lists the data rate, modulation scheme, and coding rate.

The basic frame format of IEEE 802.11a based OFDM transmission is shown in

Figure 2.7. At the beginning of the frame, a preamble composed of 10 repetitions of

a short training sequence is used for signal detection, automatic gain control (AGC),

timing acquisition and coarse frequency offset correction. This preamble is followed by

two repetitions of a long training sequence, which is used for SISO channel estimation

and fine frequency acquisition. The signal field is an OFDM symbol that contains

information regarding length, modulation type and coding rate of the data field, which

is composed of up to 4095 bytes. It is transmitted with the most robust combination

of BPSK modulation and coding rate of R = 1/2.
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Figure 2.7: IEEE 802.11a frame format.

2.6 Summary

Wireless systems with multiple transmit and receive antennas, so-called multiple-

input multiple-output (MIMO) systems, offer three types of fundamental gains over

systems employing a single antenna at both ends of the link. In principle, they can

be utilized to achieve diversity, multiplexing and array gains.

In the first part of this chapter, a detailed overview of the transmission and recep-

tion techniques for MIMO communication systems was discussed. Specifically, these

techniques were categorized by spatial multiplexing techniques, spatial diversity tech-

niques, and beamforming techniques. In the second part, the system models of flat-

fading and frequency-selective channels for a general MIMO case were introduced.

Finally, to overcome the frequency-selectivity of the transmitted wideband channels,

a multicarrier orthogonal frequency division multiplexing modulation is presented for

conventional MIMO architecture. In addition, the optimal weights design, the general

system model, and the computational complexity associated to this architecture were

briefly reviewed. Finally, the IEEE 802.11a standard was discussed along with its

OFDM PHY layer and frame format.



Chapter 3

Simplified Architectures for Analog
Antenna Combining

3.1 Introduction

In wireless communication environments, to achieve most of the benefits of multiple-

input multiple-output (MIMO) channels (e.g., spatial diversity and array gain), sev-

eral signal processing strategies were developed for the last generation of wireless

systems. In addition, these systems permit to transmit high data rates over large

bandwidth channels. In practice, the corresponding hardware size and power con-

sumption are high, and the coverage range and reliability of these systems is rather

limited, which might delay the market introduction of such concepts. Conventional

MIMO scheme studied in Chapter 2 is one of such systems that requires all antenna

paths to be independently acquired and processed at baseband.

A beamforming architecture proposed in [Eickhoff et al., 2008] called MIMAX

scheme, that uses a vector modulator approach is considered an alternative for conven-

tional MIMO. This scheme can implement the optimal maximum ratio transmission

(MRT) and maximum ratio combining (MRC) at the transmitter and at the receiver,

respectively. In this and subsequent chapters, we will refer to it as a maximum-ratio

beamforming architecture (RF-MRB) instead of MIMAX. Just as a reminder, the

basic idea of this scheme consists of applying complex weights (gain factor and phase

shift) to the transmitted or the received signals at each branch. Until very recently,

this RF combining scheme in the analog domain provided limited performance, espe-

cially because phase shifters tend to exhibit significant amplitude variations. However,

some recent advances on SiGe-BICMOS-technology, jointly with some innovative con-

cepts introduced for phase and amplitude control circuits [Ellinger, 2007] have made

possible to develop a full 360◦ control range of phase shifter together with an ampli-

tude control of more than 20 dB.
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The crucial points in designing the beamforming scheme are the complexity, robust-

ness and power dissipation. The purpose of our work is to provide a beamforming

solution in order to further reduce the hardware complexity and power consump-

tion for analog antenna combining. In this chapter, we introduce three new ana-

log beamforming architectures (real-weights beamforming, equal-phase beamforming,

and equal-gain beamforming) to achieve most of the benefits of MIMO system (e.g.,

spatial diversity and array gain). The proposed RF-MIMO architectures perform

low complexity beamforming techniques providing satisfactory results, which will be

illustrated in Chapters 4 and 5 by means of several numerical simulations.

This chapter is divided into four sections. In Section 3.2, the maximum-ratio

beamforming architecture (RF-MRB) developed in the MIMAX project is presented,

then some of their concepts such as frame format and channel estimation will be

reviewed, and their benefits (i.e., spacial diversity, multiplexing and array gains)

will be printed out. Also, the extension to the multicarrier transmission for RF-

MRB architecture will be discussed. The RF real-weights beamforming (RF-RWB)

architecture based on a set of beamformers with real coefficient will be presented

in Subsection 3.3.1. In Subsection 3.3.2, the RF equal-phase beamforming (RF-

EPB) architecture based on nonnegative real weights will be proposed. Then, the RF

equal-gain beamforming (RF-EGB) architecture based on constant-modulus complex

weights will be presented in Subsection 3.3.3. Finally, a brief summary concludes this

chapter.

3.2 RF Maximum-Ratio Beamforming Architec-

ture Developed in the MIMAX Project

The basic principle of the simplified schemes is to simplify the circuitry and the energy

consumption of MIMO transceiver. In this section, we will review the RF-MRB

architecture which implements antenna combining in radio frequency domain. The

block diagram of this architecture is shown in Figure 3.1. In each receive path, a band

pass filter is integrated in order to attenuate adjacent radio signals and extracting the

desired signal. The low noise amplifier is used for mitigating the noises added to the

received signals, and it can be switched between high and low gain operation modes.

In this analog combining scheme, the vector modulator performs the complex weight

multiplication of the received signals or, equivalently, changes the relative amplitude

and phases with respect to the other antenna paths. In this way, after combining

the weighted RF signals, a single stream of data must be acquired and processed

using a downconverter circuit in baseband. Finally, the in-phase and quadrature

baseband signals are low pass filtered and then digitized by an analog-to-digital-

converter (ADC) for further signal processing in the digital baseband.
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Figure 3.1: Maximum-ratio beamforming in the RF domain (RF-MRB).

As mentioned above, the complex weights (to adjust the amplitude and phase of

RF signals) can be realized based on vector modulator block.1 In practice, analog

circuitries are coupled and correlated, which means that when changing the amplitude

also the phase is changed. As a result, the phases and amplitudes of the complex

weights cannot be adjusted independently from each other, and both are functions

of the other variable. Consequently, to mitigate this issue, amplitude and phases

controlling circuits must be added to spatial signal processing. Thus, the vector

modulator approach (in the front-end of RF-MRB architecture) requires a sign switch

controller along with a constant π/2 phase shift to produce in-phase and quadrature

components.

The main advantages of the RF-MRB structure in Figure 3.1 are the lower cost,

reduced power consumption and smaller size, in comparison to the conventional

MIMO [Eickhoff et al., 2008]. Consequently, the price to pay for the simplicity of

this analog combining architecture is that a single branch is processed after the RF

analog combining stage, and consequently, the multiplexing gain is limited to one (see

also Subsection 3.2.3). Therefore, a single stream of data is transmitted and received

through an equivalent SISO channel, which is optimized with respect to the transmit

and receive analog beamformers (RF weights). Nevertheless, in low SNR scenarios

or for strongly correlated MIMO channels, the spatial degrees of freedom are lim-

ited, and the performance improvement of Full-MIMO due to spatial multiplexing is

marginal compared to the RF-MRB architecture.

1Note that this can be also done by using a variable gain amplifiers in series to a phase shifters.
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3.2.1 MIMAX Project

MIMAX is a research project within the 7th Framework Programme that aims to

investigate and develop a more powerful WLAN device, which is compatible with

the existing WLAN networks [Eickhoff et al., 2008]. The project concepts are based

on wireless MIMO communication, which are similar to the approaches used in new

WLAN standard 802.11n or WiMAX. Nevertheless, the main difference between MI-

MAX and the aforementioned standards is that, in MIMAX, the required signal pro-

cessing is executed near the transmit and receive antennas, i.e., RF-MRB architecture

is based on analog antenna combining.

3.2.2 MIMAX Concepts

Although the analog antenna combining could be applied to any wireless technology,

market and technology analysis within the MIMAX project revealed the greatest po-

tential offered by the wireless local area networks (WLAN). Especially, IEEE 802.11a

provides promising market prospects for exploiting the benefits of spatial signal pro-

cessing in the RF due to compact form factors, high revenues, and competitive system

costs. For this reason, the MIMAX transceiver is based on 802.11a technology at 5

GHz with an analog antenna combining architecture as that shown in Figure 3.1.

Channel Estimation for MIMAX

In contrast to 802.11a standard, MIMAX channel estimator uses the nT × nR (nT
and nR antennas at the Tx and Rx, respectively) training OFDM symbols included

in training frame. Each training symbol is affected by a specific pair of Tx and Rx

beamformers. Thus, the MIMO channel is projected into a SISO channel by means

of these beamformers. Therefore, the nT × nR frequency-selective MIMO channel

has to be recovered from the estimates of a number of MIMO channel projections

(equivalent SISO channels) under different Tx-Rx beamformers. In consequence,

these beamformers have to be carefully chosen.

In order to have a complexity-constrained and efficient channel estimation algo-

rithm, several key aspects have to be taken into account:

• Channel Estimation Procedure: Assuming two terminals T1 and T2

equipped with nT and nR antennas, respectively. To acquire channel state

information at the Tx and Rx (CSIT+CSIR), the channel estimation procedure

comprises two phases.

In the first phase, the equipment T1 sends to T2 a known OFDM pilot sym-

bol nTnR times. These symbols are transmitted and received using different

combinations of orthogonal Tx-Rx beamformers (note that any set of weights
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can be used for this scenario). Once T2 receives the OFDM symbols, it esti-

mates the frequency-selective nT ×nR MIMO channel and computes its optimal

bemaforming vector using some practical performance criterion. Note that, due

to the channel reciprocity, these are the optimal weights to be applied by T2

when either transmitting or receiving data.

In the second phase, and once the optimal beamformer has been fixed at

T2, it transmits a known OFDM pilot symbol nT times to T1. T1 receives

these OFDM symbols through nT orthogonal beamformer vectors, estimates the

equivalent SIMO channel, and computes its optimal weights according to any of

beamforming criteria. The beamformers2 at both sides of the link remain fixed

while the quality of the equivalent SISO channel is higher than a prescribed level,

otherwise the procedure starts again. This re-estimation process is controlled

by the MAC layer.

• MIMAX Frame Format: The channel estimation procedure requires the use

of an specific frame, which is called MIMAX frame II. Its structure is depicted

in Figure 3.2, and it contains a set of n training symbols for channel estimation

(denoted by TW1 to TWn in Figure 3.2). These symbols are transmitted and

received under different beamforming vectors. In the first phase of the chan-

nel estimation procedure, the MIMAX frame II comprises n = nTnR training

symbols, whereas in the second phase the frame has n = nT training symbols.

Figure 3.2: MIMAX frame II for channel estimation and RF weights selection.

• Beamformers for Channel Estimation: In practice, any set of orthogonal

beamformers can be used for channel estimation. MIMAX uses the identity

matrix as the training beamformer matrix at the transceiver, because a single

pair of Tx/Rx antennas is active during the transmission/reception, and with

this set of beamformers, the estimated channel is the MIMO channel without

any rotation.

• Most Adequate MIMO Channel Estimation Algorithm: Regarding the

MIMO channel estimation algorithms, the Least Squares (LS) estimator is used

to estimate the n1n2 equivalent SISO channels at the 52 active subcarriers. This

2The optimal RF vectors at each side must be transferred to the MAC processor.
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algorithm is simple, and doses not require any information about the frequency-

selectivity or statistics of the channel.

3.2.3 Benefits of MIMAX

In this subsection, we briefly review the main benefits of MIMAX, and some key

differences between SISO, conventional MIMO and RF-MRB schemes in terms of

diversity, multiplexing and array gains. For RF-MRB the multiplexing gain is limited

to one, because of the lower hardware complexity. Table 3.1 summarizes the maximum

achievable diversity, multiplexing and array gains of the three different concepts.

Diversity gain Multiplexing gain array gain

MIMO nTnR min (nT , nR)
nR (CSIR)

nTnR (CSIT+CSIR)

RF-MRB nTnR 1
nR (CSIR)

nTnR (CSIT+CSIR)
SISO 1 1 1

Table 3.1: Maximum achievable diversity, multiplexing and array gains for Full-
MIMO, RF-MRB and SISO systems.

Figure 3.3 shows the diversity-multiplexing tradeoff curves that are achievable by

the different approaches considering a 4 × 4 system. Instead of Full-MIMO scheme

(which can work at any point of the piecewise linear frontier depicted in red solid line),

the RF-MRB concept can operate along the green line. As can be seen from the figure

for the Full-MIMO and RF-MRB approaches to achieve the maximum diversity gain,

one needs to communicate at a fixed rate.

3.2.4 General System Model for RF-MRB Architecture Un-
der OFDM Transmission

Regarding the case of frequency-selective channels and orthogonal frequency division

multiplexing (OFDM) transmission, the complexity of conventional MIMO beam-

forming scheme becomes very important, for that reason a pre-DFT combining scheme

has been proposed to reduce the complexity [Matsuoka and Shoki, 2004]. Instead of

employing baseband beamforming, the received signals in RF-MRB scheme are al-

ready combined in the RF domain prior to the DFT demodulation. Hence, only

a single DFT block is required at the receiver. Subsequently, the same transmit

(wT ∈ CnT×1) and receive (wR ∈ CnR×1) analog complex weights are applied to Nc

subcarriers and kept fixed across all subcarriers for the entire OFDM symbol. In the

following chapters, the selection of RF-MRB weights will be investigated based on
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Figure 3.3: Achievable diversity-multiplexing curves for 4×4 system with Full-MIMO,
RF-MRB, and SISO schemes.

maximizing the receive signal-to-noise ratio (SNR), maximizing the system capac-

ity, and minimizing the mean square error (MSE) associated to the optimal linear

receiver.

The expressions for the received signal on subcarrier k are similar to those in

Section 2.4. In particular, after substituting wT,k = wT and wR,k = wR, we get

yk = wH
RHkwT sk + wH

Rnk, k = 1, ..., Nc. (3.1)

In this thesis we assume that the analog circuitry is ideal and therefore each

beamformer weight in (3.1) can take any value within the field of complex num-

bers. Therefore, for flat-fading MIMO channels this architecture can implement the

optimal maximum-ratio beamforming at both sides of the link, which justifies the

nomenclature RF-MRB. The key differences with the conventional MIMO architec-

ture are twofold: On the one hand, the Tx and Rx beamformers are the same for all

the subcarriers and, in consequence, the beamforming design problem under OFDM

transmissions is coupled [Vı́a et al, 2010a]. On the other hand, the RF-MRB only

requires one downconversion RF chain, and therefore it significatively reduces the

complexity of the conventional MIMO transceiver. However, the RF-MRB architec-

ture still requires a considerable amount of RF components, which motivates us to
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present three alternative analog combining architectures with less hardware circuitry.

3.3 Alternative Analog Combining Architectures

In this section, the system models and the block diagrams of the alternative analog

antenna combining architectures (RF-RWB, RF-EPB and RF-EGB) are presented.

3.3.1 RF Real-Weights Beamforming Architecture

The block diagram of the novel RF-RWB architecture is shown in Figure 3.4. In

contrast to the RF-MRB architecture (performing spatial processing by changing the

amplitude and phase of the transmitted-received RF signals using vector modulators),

the real processing of this RF signals determines a set of beamformers with real

coefficients, which are directly applied in the RF domain by analog signal processing

circuits. These real weighted RF signals are then combined and afterwards only one

signal path is required for down conversion, acquisition and baseband processing at

the receiver.
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Figure 3.4: Real-weights beamforming in the RF domain (RF-RWB).

Multiplying the signals by real weights permits to exploit spatial diversity and

array gain, which implies an improvement in the received signal-to-noise ratio (SNR).

The performance and the reliability remains similar to those of the RF-MRB scheme

(see Chapters 4 and 5). In practice, the real weights multiplication can be achieved

by adjusting only the amplitudes of the signals. The use of an analog variable gain
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amplifier (VGA) along with a sign switch, permits to change the amplitudes of the

signals keeping constant the phases. In addition, RF-RWB is better in terms of

additional hardware complexity cost because it uses only one VGA instead of two

VGAs which are required for each antenna element. Also, it is seen in Figure 3.4,

that the number of adders is reduced in the RF-RWB scheme, and the phase splitter

is removed. This makes the RF transceiver hardware less complex, less expensive and

the power dissipation will be greatly reduced compared to the RF-MRB approach of

Figure 3.1.

The baseband model of the RF-RWB architecture is derived considering transmit

and receive real weights. In contrast to RF-MRB architecture, the complex data

symbol sk is now modulated at the transmitter by a real weight beamformer before

the transmission over the MIMO channel. At the receiver, after processing with the

real weight combining vector, the combined baseband signal is deduced from that in

expression (3.1) by considering

wT ∈ RnT×1, wR ∈ RnR×1, (3.2)

while the rest of terms in expression (3.1) (MIMO channel, noise, etc) are still com-

plex. Therefore, for optimum performance, the transceiver is assumed to have perfect

knowledge of the channel state information and also, wT and wR should be chosen

to maximize the received signal-to-noise ratio (SNR). Therefore, in the next chapters

we will address the design of the transmit-receive real weight beamformers in both

flat-fading and frequency-selective channels.

3.3.2 RF Equal-Phase Beamforming Architecture

In this section we propose an additional simplification, which allows us to remove

the sign-switch block in RF-RWB described in the previous subsection. This scheme,

which we refer to as RF equal-phase beamforming (RF-EPB), is still simpler to imple-

ment than the RF-RWB scheme due to the removal of the sign switch controller. This

beamforming scheme is used to scale the amplitude of each transmitted or received

signal without shifting its phase. Specifically, the RF-EPB architecture is proposed

using only nonnegative real weights instead of complex weights. Consequently, EPB

signal multiplication in the radio-frequency domain reduces the amount of system

components and its complexity and, consequently, the power consumption, the sys-

tem costs and size can be significantly reduced to the state-of-the-art achieving similar

performance as RF-MRB system. The block diagram of RF-EPB is shown in Figure

3.5. As can be seen from this figure, the equal phase beamformers are implemented

only with a variable gain amplifier (VGA) to control signal amplitudes range varia-

tion.
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Figure 3.5: Equal-phase beamforming in the RF domain (RF-EPB).

At the receiver, and from a baseband point of view, the model in equation (3.1)

remains valid with the additional constraint of having beamformers with nonnegative

entries, i.e.,

wT ∈ RnT×1
+ , wR ∈ RnR×1

+ , (3.3)

where R+ denotes the nonnegative orthant.

3.3.3 RF Equal-Gain Beamforming Architecture

In this subsection we present the third simplified architecture, which we refer to

as equal-gain beamforming (RF-EGB). The block diagram of this architecture, is

schematically shown in Figure 3.6. Essentially, the vector modulators in Figure 3.1

are now substituted by wideband analog phase shifters. This approach is well-known

in the beamforming literature [Zheng et al., 2007], and [Love and Heath, 2003], since

it avoids the wide power variations that can happen in maximum-ratio beamforming

schemes. As long as the gains of the amplifiers of the various branches match, the

rest of the parameters can be relaxed and inexpensive amplifiers can then be utilized.

Unlike the RF-RWB and the RF-EPB schemes, which only make sense when applied

in the RF domain, the RF-EGB can be applied either in baseband [Zheng et al.,

2007], [Love and Heath, 2003] or in RF.

From a baseband point of view, the baseband model of expression (3.1) is again

valid but now with the additional constraint of having Tx and Rx beamformers with

constant-modulus complex elements, i.e.,
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Figure 3.6: Equal-gain beamforming in the RF domain (RF-EGB).

wT ∈ CnT×1, where |wT,i| =
1
√
nT
, i = 1, 2, . . . , nT , (3.4)

and

wR ∈ CnR×1, where |wR,i| =
1
√
nR
, i = 1, 2, . . . , nR. (3.5)

3.4 Summary

Conventional MIMO architecture provides the best performance in terms of BER,

achieving full diversity by implementing beamforming algorithms in baseband, but

the hardware cost, size, and power consumption are increased. RF-MRB architecture

performing spatial processing in the RF domain is a good alternative in order to

reduce the hardware cost and system size, as well as to increase the energy-efficiency

of the system, but still requires a considerable amount of components.

In this chapter, to further reduce the hardware complexity we have proposed three

new simplified architectures for analog antenna combining. Firstly, we have pre-

sented a simplified scheme denoted as RF-RWB. This scheme applies the real-weight

combining concept and only uses a variable gain amplifier (VGA) in series with a

sign switch before the analog combiner, instead of full vector modulators used for

RF-MRB scheme. Secondly, we have proposed another simplified architecture de-

noted as RF-EPB that applies the equal-phase combining concept. In contrast to
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RF-RWB, RF-EPB only uses a variable gain amplifier (VGA) before the analog com-

biner. Thirdly, we have presented RF-EGB simplified architecture, which applies the

equal-gain combining concept and only uses phase shifters before the analog combiner,

instead of full vector modulators of RF-MRB architecture.



Chapter 4

Beamforming Design for
Flat-Fading Channels

4.1 Introduction

The aim of this chapter is the design of the transmit and receive beamformers for the

different analog antenna combining architectures proposed in Chapter 3. Specifically,

we focus here on the case of flat-fading channels. Taking into account the constraints

introduced by the different architectures, the beamforming design problems for MIMO

channels are highly non-convex, and we have to resort to an iterative algorithm based

on the successive solution of the equivalent single-input multiple-output (SIMO) and

multiple-input single-output (MISO) problems. This alternating optimization algo-

rithm is guaranteed to converge, and with a proper initialization method, it provides

very satisfactory results.

The chapter is organized as follows, the beamforming optimization problem is for-

mulated in Section 4.2. Subsections from 4.2.2 to 4.2.5, give the closed-form solutions

associated to different architectures in the SIMO or MISO cases. Section 4.3 intro-

duces the alternating optimization algorithm used to obtain the Tx and Rx beam-

forming vectors for the MIMO channel. Finally, the proposed simplified RF-MIMO

architectures are evaluated in Section 4.4 by means of some numerical examples.

4.2 Problem Formulation

In this section we address the problem of designing the transmit (wT ) and receive

(wR) beamformers maximizing the SNR for the different analog antenna combining

architectures. At this point, assuming flat-fading channels (i.e., narrowband wire-

less communication system), and taking into account the unit power constraint i.e.,

E
[
|s|2
]

= 1 at the transmitter, as well as the unit energy beamformers (‖wT‖2 =

‖wR‖2 = 1), the received signal-to-noise ratio SNR can be computed as
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SNR =
E
[∣∣wH

RHwT s
∣∣2]

E
[
|wH

Rn|2
] =

∣∣wH
RHwT

∣∣2
σ2
n

, (4.1)

where the SISO equivalent channel h =
∣∣wH

RHwT

∣∣2 is a function of the transmit and

receive beamformer vectors, which will be designed in the following section.

Thus, the general optimization problem for the beamforming design associated to

the proposed RF-MIMO schemes is given by the following quadratically constrained

quadratic program (QCQP):

maximize
wT ,wR

∣∣wH
RHwT

∣∣2
subject to ‖wT‖ ≤ 1, wT ∈ SnT×1,

‖wR‖ ≤ 1, wR ∈ SnR×1,

(4.2)

where we have replaced the equality constraints
(
‖wT‖2 = ‖wR‖2 = 1

)
with inequali-

ties because the objective function is monotonically increasing in ‖wT‖ and ‖wR‖, and

where Sn×1 represents a subset of the complex field (i.e., Sn×1 j Cn×1) that reflects

the constraints imposed by the particular RF-MIMO beamforming architecture.

Unfortunately, in the general MIMO case, the optimization problem in (4.2) is a

complicated nonconvex problem and no closed-form solution is known. For that rea-

son, following the procedure in [Zheng et al., 2007] we use an alternating optimization

algorithm to optimize the transmit-receive beamformers in (4.2). This algorithm iter-

ates between the equivalent SIMO (with the Tx beamformer fixed) and MISO (with

the Rx beamformer fixed) problems (see Section 4.3 for more details). As we will

show later, it provides satisfactory results, and has a low computational complexity.

Equipped with this alternating optimization approach, in the following subsections

we focus on how to solve the SIMO/MISO cases for the different architectures.

4.2.1 Optimum Receive Beamformer in SIMO case

The MIMO problem in (4.2) can be particularized for a SIMO case (the MISO case

can be solved in a similar manner) by fixing the transmit beamformer wT ∈ SnT×1.

The problem can be now expressed as

maximize
wR

wH
RRSIMOwR

subject to ‖wR‖ ≤ 1, wR ∈ SnR×1,
(4.3)

where RSIMO is a nR × nR complex matrix given by
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RSIMO = hSIMOhHSIMO, (4.4)

and hSIMO = HwT is the nR × 1 complex SIMO channel.

Note that the problem in (4.3) has a closed-form solution for all architectures.

In the case of the RF-MRB scheme the solution is given in Subsection 4.2.2. For

RF-RWB, the solution is given by the largest eigenvector of a nR × nR real matrix

in Subsection 4.2.3. While for the RF-EPB architecture, the closed-form solution is

achieved by reformulating the problem in (4.3) by means of the semidefinite relax-

ation (SDR) technique, as we will see in Subsection 4.2.4. Finally, for the RF-EGB

architecture, an approximated closed-form solution can be obtained from the phases

of SIMO channel [Gonzalo et al., 2010,Love and Heath, 2003].

4.2.2 RF-MRB Architecture

In this subsection, we address the design of the transmit and receive beamformers

which implement the RF-MRB architecture in flat-fading channels. The optimal

beamformer implements the well-known MRC criterion and can be obtained as

wR =
hSIMO

‖hSIMO‖
, (4.5)

and SnR×1 = CnR×1.

For this architecture, it is also known that the MIMO problem admits a closed-form

solution for the Tx-Rx beamformers, which is given by the singular vectors associ-

ated to the largest singular value of the channel matrix H [Andersen, 2000] (in a

conventional MIMO scheme, this technique is denoted as dominant eigenmode trans-

mission). Therefore, in this case, there is no need to apply an alternating optimization

approach to find the transmit-receive beamformers.

4.2.3 RF-RWB Architecture

The RF-RWB architecture cannot implement the MRC solution because is restricted

to work with beamformers whose weights are real (i.e., SnR×1 = RnR×1). However,

for the SIMO case, it has been proved in [Gholam et al., 2009] that the optimal RWB

can be easily obtained in closed-form (see Appendix A for more details) by taking

the real part of matrix in (4.4), i.e.,

GSIMO = < (RSIMO) , (4.6)

and calculating its principal eigenvector, which obviously will have real entries.
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4.2.4 RF-EPB Architecture

The RF-EPB architecture introduces the additional constraint of having beamformers

with nonnegative entries, that is, SnR×1 = RnR×1
+ . In the SIMO case, the problem

in (4.3) is not convex, which precludes its solution by means of standard convex

optimization tools [Boyd and Vandenberghe, 2004]. In this subsection, we introduce

a method, based on relaxing the nonconvex optimization problem into a semidefinite

program (SDP), referred to as the SDP relaxation or semidefinite relaxation (SDR).

Defining now the rank-one beamforming matrix WR = wRwT
R, and

WR = wRwT
R ⇐⇒WR � 0, rank (WR) = 1. (4.7)

Using this observation, we can linearize the optimization problem in (4.3) by rep-

resenting it in terms of the matrix variable WR. Specifically, we note that

wT
RGSIMOwR = Tr (GSIMOWR), so (4.3) can be rewritten as

maximize
WR

Tr (GSIMOWR)

subject to Tr (WR) ≤ 1,

WR ≥ 0,

WR � 0,

rank (WR) = 1.

(4.8)

Since in (4.8) the only nonconvex constraint is rank (WR) = 1, one can directly

relax the last constraint, to obtain the following SDP:

maximize
WR

Tr (GSIMOWR)

subject to Tr (WR) ≤ 1,

WR ≥ 0,

WR � 0.

(4.9)

In contrast to the original nonconvex problem (4.3), the SDP relaxed problem

(4.9) is a convex optimization problem, with an optimal solution WR, which is not

necessarily rank-one. Finally, we propose to obtain the receive beamformer wR as

the principal eigenvector of the matrix WR.



Alternating Optimization Algorithm for Flat-Fading MIMO Channels 37

4.2.5 RF-EGB Architecture

In the case of equal-gain beamforming, the elements of the receive beamformer have

a constant modulus of 1
/√

nR, and SnR×1 = CnR×1.

Fortunately, in the SIMO case the optimal beamformer is obtained in closed-form

as [Zheng et al., 2007,Love and Heath, 2003]

wR =
ej∠hSIMO

√
nR

, (4.10)

where ej∠hSIMO denotes the vector with unit-modulus entries and the same phases as

the vector hSIMO. It is easy to prove that, for SIMO flat-fading channels, the optimal

beamformer is directly given by the projection of the channel coefficients onto the

complex unit circle.

4.3 Alternating Optimization Algorithm for Flat-

Fading MIMO Channels

By exploiting the above optimal beamforming solutions for the SIMO and MISO

cases, the suboptimal solution of (4.2) is now obtained for the MIMO case. Thus,

the transmit-receive beamformers can be obtained by running the alternating opti-

mization algorithm as follows: after initializing the weights wT and wR from (4.12),

the first step updates of the Rx beamformer by solving the problem in (4.3) for the

equivalent (after fixing the Tx beamformer) SIMO channel. Similarly, the next step

updates of the Tx beamformer for the equivalent (after fixing the Rx beamformer)

MISO channel. Then, the steps are repeated until convergence. The overall technique

pseudo-code is summarized in Algorithm 1.

It must be noted that the proposed iterative algorithm converges because the cost

function is bounded and it cannot increase with the progress of the algorithm. In

the following subsection, we give the proper initialization to provide a satisfactory

solution of the Algorithm 1.

4.3.1 Initialization Method

In order to guarantee the fast convergence of the proposed algorithm, we propose an

adequate initialization point that can be obtained in closed-form. This initialization

method obtains the approximated weights in closed-form to maximize the received

signal-to-noise ratio (SNR). Here, we start by rewriting the problem in (4.2) as
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Initialize the beamformers wT , wR from the solution of the equivalent SIMO prob-
lem in (4.12).
repeat

Update of the receive beamformer Rx
Obtain the equivalent SIMO channel hSIMO = HwT .
Solve the optimization problem in (4.3) for the SIMO channel hSIMO.
Use the solution as the new receive beamformer wR.
Update of the transmit beamformer Tx
Obtain the equivalent MISO channel hMISO = HHwR.
Solve the optimization problem in (4.3) for the MISO channel hMISO.
Use the solution as the new transmit beamformer wT .

until Convergence

Algorithm 1: Proposed alternating optimization algorithm for analog antenna com-
bining beamforming in flat-fading channel.

maximize
wT ,wR,w

|hw|2

subject to ‖wT‖ ≤ 1, wT ∈ SnT×1,

‖wR‖ ≤ 1, wR ∈ SnR×1,

w = wT ⊗w∗R,

(4.11)

where h = vec (H) is the vectorized version of the MIMO channel. Now, let us rewrite

the optimization problem in (4.11) as

maximize
wT ,wR,w

wTRw

subject to ‖w‖ ≤ 1, w ∈ SnTnR×1,

w = wT ⊗w∗R,

(4.12)

where R = hhH . Obviously, the above problem is nonconvex due to the Kronecker

product constraint. However, if we relax the last constraint, the optimization prob-

lem becomes identical to that in (4.3) for SIMO channels, where now we have an

nTnR × nTnR matrix R and the beamvector w ∈ SnTnR×1 that combines the Tx and

Rx beamformers. This family of problems has been (approximately) solved in the

previous section, and the only issue here is how to extract the beamformers wT and

wR from w. In this chapter, we propose to use the best approximation in terms of

the Euclidean norm. That is, the Tx-Rx beamformers are obtained from the singular

vectors associated to the largest singular value of the nT ×nR matrix W = unvec(w),

where unvec(·) denotes the inverse operator of vec(·). Notice that the constraint
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w ∈ SnTnR×1 is explicitly taken into account in (4.12) and consequently the initial-

ization is specific to each architecture.

4.3.2 Computational Complexity

In this subsection, the computational complexity of the proposed techniques in flat-

fading channels is discussed. Specifically, the alternating optimization algorithm

heavily relies on the eigenvalue decomposition (EVD) technique which is required to

compute the Tx and Rx beamformers. For square matrices of size n = max (nT , nR),

direct EVD methods typically have a cost of O(n3) operations [Demmel, 1997]. On

the other hand, the costs required to obtain the matrix RSIMO and to solve a semidefi-

nite programming problem (with n×n matrices and one linear constraint), are O(n2)

and O(n7), respectively [Golub and Loan, 1983, Nesterov and Nemirovsky, 1994].

Thus, it is easy to see that the computational complexity (per iteration) is of order

O(n2 + n3) for the RF-MRB and RF-RWB, and O(n2 + n7) for the RF-EPB and

RF-EGB schemes.

Finally, for the computational complexity associated with the initialization ap-

proaches in flat-fading channels, the complexity is of order O (n3
Tn

3
R).

4.4 Simulation Results

The proposed simplified RF-MIMO architectures are evaluated in this section by

means of some numerical examples. In all the simulations, the transmitted signals

belong to a QPSK constellation. The performance is evaluated in terms of the bit

error rate (BER), and we have compared all the approaches in flat-fading channels.

In this case, we have compared the following schemes:

• RF-MRB architecture with complex beamformer weights (Figure 3.1).

• RF-RWB architecture with real beamformer weights (Figure 3.4) .

• RF-EPB architecture with nonnegative real beamformer weights (Figure 3.5) .

• RF-EGB architecture with complex constant-modulus weights (Figure 3.6).

• SISO system.

In this numerical simulations, the flat-fading channel is generated according to an

i.i.d. Rayleigh channel model. In the first simulation example, we have considered

a scenario with only one transmit antenna, therefore the alternating optimization

procedure is not needed. The obtained results are shown in Figures 4.1 and 4.2 in the
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Figure 4.1: Performance of the different RF architectures in 1×nR SIMO flat-fading
channels.

case of nR = 4 and nR = 10 receive antennas. On the one hand, Figure 4.1 shows the

bit error rate for the five compared schemes. On the other hand, Figure 4.2 shows

the results in the case of correlated channels. In particular, we have employed the

Jake,s model [Dent et al., 1993] with antenna spacing d = λ/4. In both cases, we

can see that the proposed simplified analog antenna combining architectures are able

to exploit all the diversity in the SIMO system, and their performance is close to

that of the RF-MRB scheme, which for flat-fading channels represents the optimal

solution. Furthermore, they clearly outperform the SISO system. The comparison

among the proposed architectures shows that the best results are obtained by the

RF-EGB transceiver, which are very close to those of the RF-RWB architecture.

Obviously, the performance of the RF-RWB outperforms the RF-EPB (which has

a reduced complexity), but in any case the gap with respect to a RF-MRB scheme

never exceeds 3 dB.

Figure 4.3 shows the results for a 4× 4 MIMO system. Again, the simplified RF-

MIMO beamforming architectures achieve the same spatial diversity as the optimal

MRB scheme and the RF-EGB is the best performing one.

Finally, Figure 4.4 illustrates the convergence behavior of Algorithm 1 by plotting

how the equivalent channel energy evolves over the iterations. This figure shows that

the Algorithm 1 quickly converges when it is given a good initial point.
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Figure 4.2: Performance of the different RF architectures in correlated 1× nR SIMO
flat-fading channels with antenna spacing d = λ/4.
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Figure 4.3: Performance of the different RF architectures in 4× 4 MIMO channel.
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Figure 4.4: Convergence of the Algorithm 1 for flat-fading channels. Initialization
in the approximated solution of (4.12) or in a pair of unit-norm random vectors wT ,
wR.
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4.5 Summary

In this chapter we have proposed a beamformer design method for the three simpli-

fied analog antenna combining architectures (RF-RWB, RF-EPB and RF-EGB) in

flat-fading channels and under the assumption of perfect channel knowledge at the

transceiver. From a baseband point of view, the three architectures result in new

beamforming design problems, in which the Tx-Rx beamformers are constrained to

have real weights (RWB), nonnegative real weights (EPB) or constant-modulus com-

plex weights (EGB). For SIMO or MISO cases, the RWB was obtained in closed-form

as the largest eigenvector of a nR × nR real matrix. For the EGB, we have proposed

a simple closed-form solution as vector formed by the phases of the SIMO channel.

While for EPB, the beamforming design problem reduces to an nonconvex optimiza-

tion problem, which has been solved using convex relaxation techniques. For the

MIMO case, we have used an alternating optimization algorithm, which equipped

with a proper initialization technique, converges very quickly to a satisfactory solu-

tion. The performance of the proposed architectures and algorithm has been illus-

trated by means of several simulation results, which allows us to conclude that the

proposed architectures represent an attractive low-cost alternative to conventional

MIMO systems and other (more costly) analog antenna combining architectures. Fi-

nally, the best results are provided by the RF-EGB architecture, which reveals the

importance of the phase of the RF signals in comparison to their amplitude in beam-

forming problems.



Chapter 5

Beamforming Design for
OFDM-Based Systems

5.1 Introduction

In the previous chapter, we have addressed the design of transmit and receive beam-

formers associated to the analog combining architectures in flat-fading channels. In

this chapter, our proposed RF combining architectures (RF-RWB, RF-EPB and RF-

EGB) are extended to frequency-selective channels employing orthogonal frequency

division multiplexing (OFDM) transmissions.

Under OFDM transmissions, conventional MIMO schemes have access to the sig-

nals at each one of the transmitting/receiving antennas and, consequently, can obtain

a different pair of beamformers for each subcarrier (see Section 2.4.3 for more details).

However, with the novel analog RF combining architectures presented in Chapter 3,

a per-carrier beamforming design is not possible since all the orthogonal MIMO chan-

nels Hk are affected by the same pair of beamformers. Notice that with the proposed

RF combining architectures, a single FFT must be computed after the analog beam-

forming (at the receiver side), and from the baseband point of view, the coupling

among subcarriers imposes some tradeoffs and represents the main challenge for the

design of the beamformers. In fact, those problems are closely related to the design

of pre-FFT schemes, which have been proposed to reduce the computational cost of

conventional OFDM-MIMO transceivers [Rahman et al., 2004].

In this chapter we propose a general beamforming criterion which depends on

a single parameter α. This parameter establishes a tradeoff between the energy

and the spectral flatness of the equivalent SISO channel (after Tx-Rx beamforming).

Furthermore, it allows us to obtain several interesting beamforming criteria, such as

the maximization of the received SNR (MaxSNR, α = 0) [Sandhu and Ho, 2003],

the maximization of the system capacity (MaxCAP, α = 1) [Vı́a et al., 2009b], and

minimization of the mean square error (MSE) associated to the optimal linear receiver
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(MinMSE, α = 2) [Vı́a et al., 2009a]. Interestingly, in the case of low SNR, the

proposed MaxCAP and MinMSE beamforming criteria are equivalent to maximizing

the received SNR (MaxSNR criterion), while they significantly differ for moderate

or high SNRs. In particular, as α increases, the proposed criteria sacrifices part of

the received SNR in order to improve the channel response of the worst subcarriers,

which translates into significant advantages in terms of capacity and MSE.

In the general MIMO case, and for all RF schemes, the proposed beamforming cri-

terion results in a non-convex optimization problem. However, the SIMO and MISO

cases for the MaxSNR criterion have a closed-form solution or can be reformulated as

convex problems. Exploiting this fact, an alternating optimization procedure is used

to find a suboptimal solution for maximizing the received SNR in the MIMO case.

While for MaxCAP and MinMSE criteria, we propose a suboptimal gradient search

algorithm. These iterative algorithms, in combination with effective initialization

techniques, can provide very accurate results in most of the practical scenarios. Fi-

nally, the performance of the different RF-MIMO architectures is compared by means

of Monte Carlo simulations, which allows us to conclude that the architecture based

solely on phase shifters (RF equal-gain beamforming) provides the best results, and

shows the advantage of the proposed technique over the MaxSNR approach for both

coded and uncoded transmissions.

This chapter is organized as follows: The main assumptions, the equivalent chan-

nel and the optimal receiver processing are presented in Section 5.2. The constrained

beamformer design problem that results from each RF-MIMO architecture is intro-

duced in Section 5.3 along with an alternating optimization algorithm for MaxSNR

(α = 0) criterion. In Section 5.4, we present the general beamforming criterion and

discuss its main properties. The associated beamforming design for α 6= 0 is pre-

sented in Section 5.5, where we also introduce the proposed beamforming algorithm.

Sections 5.6 and 5.7 summarize the proposed initialization approach and the compu-

tational complexity. In Section 5.8, the good performance of the proposed method

for all RF schemes is illustrated by means of several simulation examples. Finally,

the main conclusions are summarized in Section 5.9.

5.2 Preliminaries

5.2.1 Main Assumption

For all RF-MIMO architectures, the main assumptions in this chapter are the follow-

ing:

• For all RF schemes, assuming that the analog circuitries are ideal and therefore

each associated beamformer weight can take any value within a subset Sn×1 of
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the complex field number. In particular, we do not consider RF impairments

such as I/Q imbalance, imperfections in the RF circuitry, or quantization errors

in the RF weights.

• The MIMO channel and noise variance are perfectly known at the transceiver.

We do not consider channel estimation errors due to the noise, the limited

number of pilots, or the channel estimation process. On the other hand, note

that the channel estimation process can be reduced to the sequential estimation

of several SISO frequency selective channels.

5.2.2 Equivalent Channel After Tx-Rx beamforming

According to the system model in (3.1) (see Chapter 3), the SISO equivalent channel

after transmit-receive beamforming is given by

hk = wH
RHkwT , k = 1, . . . , Nc. (5.1)

Notice that for MaxSNR beamforming, the transmit and receive beamformers are

obtained by maximizing the overall energy of (5.1).

5.2.3 LMMSE Receiver

Although the results in this chapter are not restricted to a particular receiver, it

will be useful to review the linear minimum mean square error (LMMSE) receiver.

In particular, under perfect knowledge of the equivalent channel, and assuming unit

transmit power per data carrier (E
[
|sk|2

]
= 1), the MMSE estimate of sk is

ŝk =
h∗kyk

|hk|2 + σ2
, (5.2)

which yields a per-carrier MSE

MSEk = E
[
|ŝk − sk|2

]
=

1

1 + γ |hk|2
, k = 1, ..., Nc, (5.3)

where γ = 1/σ2 is defined as the (expected) signal to noise ratio (SNR) at the

transmitter side.

5.3 MaxSNR Beamforming Method

In this section, we consider the MaxSNR criterion to design the Tx-Rx beamform-

ers for the proposed RF-MIMO simplified architectures under OFDM transmissions.

Specifically, we propose to maximize the overall energy of the equivalent channel in
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(5.1). Therefore, the general optimization problem associated to the analog antenna

combining schemes can be written as

maximize
wT ,wR

Nc∑
k=1

∣∣wH
RHkwT

∣∣2
subject to ‖wT‖ ≤ 1, wT ∈ SnT×1,

‖wR‖ ≤ 1, wR ∈ SnR×1,

(5.4)

Analogously to the flat-fading case, we propose to solve this non-convex optimiza-

tion problem by means of an alternating optimization algorithm, and therefore in the

following we concentrate on how to solve the SIMO case (the MISO case is mathe-

matically identical). For SIMO-OFDM channels, our optimization problem is again

(4.3) where RSIMO is now averaged over all subcarriers

RSIMO =
Nc∑
k=1

hSIMOkh
H
SIMOk

, (5.5)

and hSIMOk ∈ CnR×1 is the SIMO channel vector for the k -th data carrier.

As we will see, except for the RF-EGB architecture, the solutions for OFDM trans-

missions follow directly from the solutions already proposed for flat-fading channels

in Chapter 4. For completeness, we present a brief description for each architecture.

5.3.1 RF-MRB Architecture

In this subsection, we consider how to find the complex weight beamformer which

implements RF-MRB architecture. In the literature, the beamforming design prob-

lem for RF-MRB architecture under OFDM transmission has been analyzed in [Vı́a

et al, 2010a, Rahman et al., 2004, Lei and Chin, 2004]. Specifically, for SIMO chan-

nel the optimal receive beamformer can be obtained in closed-form as the principal

eigenvector of the matrix RSIMO in (5.5).

5.3.2 RF-RWB Architecture

The optimal real weight beamformer, which implements RF-RWB combining archi-

tecture at the receiver can be obtained in closed-form as the principal eigenvector

corresponding to the largest eigenvalue of

GSIMO = < (RSIMO) . (5.6)
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5.3.3 RF-EPB Architecture

Following the lines as in the case of flat-fading channels, the optimal equal-phase

receive beamformer can be obtained from the solution of the optimization problem in

(4.9), where now the correlation matrices RSIMO and GSIMO are given, respectively, by

(5.5) and (5.6). Thus, once the optimal beamforming matrix WR has been obtained

by solving a convex problem, the receive beamformer wR is extracted as the principal

eigenvector corresponding to the dominant eigenvalue of WR.

5.3.4 RF-EGB Architecture

For this architecture, the closed-form solution for flat-fading channels in (4.10) can-

not be easily extended to OFDM systems. We follow a different approach here to

obtain the equal-gain beamformer for OFDM-SIMO case and rewrite the optimization

problem in (4.3) as

maximize
WR

Tr (RSIMOWR)

subject to diag (WR) =
1

nR
I,

WR � 0,

rank (WR) = 1,

(5.7)

where now the beamforming matrix is defined as WR = wRwH
R , and RSIMO is given

in (5.5).

Note that, in (5.7) excluding the rank-one constraint, the diagonal elements equal-

ity, the semidefinite inequality and the objective function, are linear in WR. The

problem in (5.7) is nonconvex because of the rank-one constraint.

According to the semidefinite relaxation method (SDR), as previously discussed,

the problem in (5.7) can be relaxed to a convex optimization by omitting the rank-one

constraint obtaining the following problem

maximize
WR

Tr (RSIMOWR)

subject to diag (WR) =
1

nR
I,

WR � 0.

(5.8)

Finally, the receive beamformer wR can be approximated using the phases of the

principal eigenvector of the (in general not rank-one) beamforming matrix WR.
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5.3.5 Alternating Optimization Algorithm

Following the lines in the previous chapter, we propose an iterative algorithm, which

alternates the optimization of the transmit and receive beamformers for frequency-

selective channels. The overall technique is summarized in Algorithm 2 and, in order

to guarantee the fast convergence of the algorithm, an initialization point based on

approximated MaxSNR (closed-form) solution is addressed in Section 5.6.

After initializing the Tx and Rx weights, the algorithm at each iteration, updates

the Rx (Tx) beamformer by obtaining the equivalent SIMO (MISO) channels after

fixing the Tx (Rx) weight, and then solve the optimization in (4.3) for the SIMO

(MISO) case.

Initialize the beamformers wT , wR from the solution of the equivalent SIMO prob-
lem in (5.20).
repeat

Update of the receive beamformer
Obtain the equivalent SIMO channel hSIMOk = HkwT .
Solve the optimization problem in (4.3) for the SIMO channel hSIMOk .
Use the solution as the new receive beamformer wR.
Update of the transmit beamformer
Obtain the equivalent MISO channel hMISOk = HH

k wR.
Solve the optimization problem in (4.3) for the MISO channel hMISOk .
Use the solution as the new transmit beamformer wT .

until Convergence

Algorithm 2: Proposed alternating optimization algorithm for RF-MIMO beam-
forming in frequency-selective channels.

5.4 General Analog Beamforming Criterion

In this section, a general criterion for the design of the Tx-Rx beamformers is in-

troduced under perfect knowledge of the MIMO channel Hk, as well as the noise

variance, at the transceiver. Specifically, we propose to minimize the following cost

function

fα (wT ,wR) =
1

α− 1
log

(
1

Nc

Nc∑
k=1

MSEα−1
k

)
, (5.9)

where α is a real parameter which controls the overall system performance. Thus,

our optimization problem may be written as
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minimize
wT ,wR

fα (wT ,wR)

subject to ‖wT‖ ≤ 1, wT ∈ SnT×1,

‖wR‖ ≤ 1, wR ∈ SnR×1.

(5.10)

It is interesting to mention that (5.9) structurally resembles the definition of

Renyi’s entropy of order α for discrete random variable [Renyi, 1976]. Before address-

ing the optimization problem, let us analyze some interesting choices of α, which shed

some light into the properties of the cost function (5.9).

5.4.1 Particular Cases of α

MaxSNR (α = 0)

If the parameter α is set to zero, the cost function of the optimization problem in

(5.10) can be rewritten as

fα (wT ,wR) =
1

Nc

Nc∑
k=1

|hk|2,

i.e., the proposed criterion reduces to the maximization of the received SNR or

MaxSNR criterion proposed in the previous section.

MaxCAP (α = 1)

When α approaches 1, the cost function of proposed criterion reduces to

fα (wT ,wR) =
1

Nc

Nc∑
k=1

log
(
1 + γ |hk|2

)
,

which represents the capacity of the equivalent SISO channel after beamforming.

MinMSE (α = 2)

In this case, the cost function of (5.10) is equivalent to

fα (wT ,wR) =
1

Nc

Nc∑
k=1

MSEk,

i.e., the proposed criterion amounts to minimizing the overall MSE of the optimal

linear receiver. Moreover, it can be proved that, in the important case of quadrature

amplitude modulation (QAM) constellations, and under optimal linear precoding of

the information symbols, the minimization of the MSE is equivalent to the minimiza-

tion of the bit error rate (BER) [Palomar and Jiang, 2006].
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Other Cases of α

Although this chapter mainly considers three values of α (i.e., α = 0, 1, and 2), it

should be noted that any other choice would be in principle possible. In particular,

two other interesting cases are the following:

• MaxMin (α = ∞): In this case, the summation in (5.9) is dominated by the

worst data-carrier, i.e., by that with the smallest |hk|2. Therefore, for α→∞,

the proposed criterion reduces to the optimization of the worst data-carrier.

Interestingly, for SIMO and MISO cases, the proposed criterion is mathemat-

ically identical to that of MaxMin fair multicast beamforming problem, which

has been proven to be NP-hard [Sidiropoulos et al, 2006,Phan et al, 2009].

• MaxMax (α = −∞): For α ≤ 1 the proposed criterion can be rewritten as

maximize
wT ,wR

Nc∑
k=1

(
1 + γ |hk|2

)1−α
subject to ‖wT‖ ≤ 1, wT ∈ SnT×1,

‖wR‖ ≤ 1, wR ∈ SnR×1,

(5.11)

then, it is easy to see that, when α → −∞, the summation is dominated by

the largest |hk|. Therefore, the proposed criterion reduces to the optimization

of the best data-carrier.

5.5 Beamforming Design for α 6= 0

In general, for all the proposed RF architectures, the optimization problem in (5.10)

is very difficult to solve (and has no closed-form solution for α 6= 0), due to the

coupling among the equivalent SISO channels. Therefore, we derive a pair of coupled

eigenvalue problems which must be fulfilled by the Tx and Rx beamformers for RF-

MRB architecture. Then, building upon these coupled problems, and taking into

account the constraint on beamformers for each architecture, we propose a simple

gradient descent method, equipped with a good initialization technique, to find the

solution of the nonconvex problem in (5.10).

5.5.1 Coupled Eigenvalue Problems for RF-MRB Scheme

Specifically, by applying the Lagrange multipliers method it is easy to see that the

solution of (5.10) for RF-MRB scheme must fulfill the following pair of coupled eigen-

value problems
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RSIMOαwR = λwR, RMISOαwT = λwT , (5.12)

where λ =
Nc∑
k=1

MSEα
k |hk|

2,

RSIMOα =
Nc∑
k=1

MSEα
khSIMOkh

H
SIMOk

, (5.13)

RMISOα =
Nc∑
k=1

MSEα
kh

H
MISOk

hMISOk , (5.14)

can be seen as weighted covariance matrices and

hSIMOk = HkwT , hMISOk = wH
RHk, (5.15)

are the SIMO (MISO) channels after fixing the transmit (receive) beamformer. For

more details, see the analysis of the cost function minima in Appendix B.

5.5.2 Optimization Algorithm

Unfortunately, the pair of eigenvalue problems in (5.12) are coupled through the

matrices RSIMOα and RMISOα , which depend on both wR and wT , and this precludes

obtaining a closed-form solution for general case with α 6= 0. In fact, unlike the

MaxSNR criterion, closed-form general beamforming (α 6= 0) solutions do not exist

even for the simpler cases of SIMO and MISO channels. Therefore, the alternating

optimization approach presented to the MaxSNR criterion can not be applied in this

case. To avoid these problems, here we propose a gradient search algorithm based on

the following updating rules

wR (t+ 1) = wR (t) + µRSIMOαwR (t) , (5.16)

wT (t+ 1) = wT (t) + µRMISOαwT (t) , (5.17)

where µ is a given step-size (or regularization parameter) and t denotes the iteration

index.

From the above expressions, the solutions for RF architectures are obtained by tak-

ing in consideration the constraint on beamformers for each architecture. Specifically,

the overall technique summarized in Algorithm 3, is considered as follows:

• includes a normalization step to force the unit energy constraint on the beam-

formers for every architecture (i.e., RF-MRB, RF-RWB, RF-EPB, and RF-

EGB).
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• obtains the real weight beamformers for RF-RWB architecture, by considering

now the correlation matrices

GSIMOα = < (RSIMOα) ,

GMISOα = < (RMISOα) ,
(5.18)

for SIMO and MISO cases, respectively.

• forces the beamformers to be nonnegative real entries (i.e., wT ≥ 0 and wR ≥ 0)

for RF-EPB architecture, where the correlation matrices are again (5.18).

• forces the elements of Tx and Rx beamformers to have a constant modulus

of 1
/√

nR and 1
/√

nT for RF-EGB architecture. Specifically, the wR and wT

beamformers can be approximated using the phases of the updated principal

eigenvectors of RSIMOα and RMISOα in the updating rules (5.16) and (5.17),

respectively. That is, we consider the expressions of Rx and Tx beamformers

with wR = 1√
nR
ej∠wR and wT = 1√

nT
ej∠wT , respectively.

Select µ; Initialize the beamformers wT , wR from the solution of the equivalent
SIMO problem in (5.20).
repeat

Update of the receive beamformer
Obtain the equivalent SIMO channel hSIMOk = HkwT .
Update hk and MSEk for k = 1, . . . , Nc.
Update the beamformer wR with (5.16).
Select nonnegative weight wR ≥ 0 for RF-EPB.
Force wR to have a constant modulus: wR = 1√

nR
ej∠wR for RF-EGB.

Normalize the solution: wR = wR/‖wR‖.
Update of the transmit beamformer
Obtain the equivalent MISO channel hMISOk = HH

k wR.
Update hk and MSEk for k = 1, . . . , Nc.
Update the beamformer wT with (5.17).
Select nonnegative weight wT ≥ 0 for RF-EPB.
Force wT to have a constant modulus: wT = 1√

nT
ej∠wT for RF-EGB.

Normalize the solution: wT = wT/‖wT‖.
until Convergence

Algorithm 3: Proposed beamforming algorithm based on gradient search.

Analogously to the Algorithm 2 for solving the MaxSNR criterion in MIMO case,

the gradient method proposed in this section could suffer from local minima. Never-

theless, local minima can be avoided in practice by means of a proper initialization
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technique. In particular, we propose to initialize the algorithm using the approxi-

mation of the MaxSNR beamformers described in Section 5.6. Simulation examples

show that this initialization provides satisfactory results in most cases.

Finally, although it is beyond the scope of this chapter, we must note that the

convergence speed of the proposed algorithm could be further improved by adaptively

changing the learning rate µ, and that the algorithm can be easily modified to obtain

a graduated nonconvexity technique [Blake and Zisserman, 1987].

5.5.3 Interpretation of the General Criterion Solution

Interestingly, in the low SNR regime (when γ |hk|2 � 1) and taking into account the

first order Taylor series approximation of fα (wT ,wR) with respect to γ, it may be

approximated by

fα (wT ,wR) ' −γ
Nc∑
k=1

|hk|2, (5.19)

and the MSEα
k in the definition of the cost function (5.9) are now given as MSEα

k ' 1

for k = 1, ..., Nc. In this case, the problem in (5.10) reduces to the maximization of

the energy of the equivalent channel (or the MaxSNR criterion).

On the other hand, for high or moderate SNRs (when γ |hk|2 � 1), the mean

square error MSEk ' 1/γ |hk|2 rapidly decreases with the energy of the k -th sub-

channel |hk|2. Consequently, in this regime different values (MSEα
k ) are used in the

definition of the cost function (5.9).

5.6 Initialization Method Based on a Closed-Form

Approximated MaxSNR Solution

In order to guarantee the fast convergence of the proposed algorithms, a sufficiently

accurate initialization technique is proposed in this section. Let us start by briefly

describing the initialization method, which obtains an approximated MaxSNR solu-

tion in closed-form. In particular, for α = 0 (or γ ' 0) the optimization problem in

(5.10) can be rewritten as
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maximize
wT ,wR,w

Nc∑
k=1

∣∣hHk w
∣∣2

subject to ‖wT‖ ≤ 1, wT ∈ SnT×1,

‖wR‖ ≤ 1, wR ∈ SnR×1,

w = wR ⊗w∗T ,

(5.20)

where hk = vec(Hk) is the vectorized version of the MIMO channel for the k -th data

carrier. Thanks to the structure of the sets S, the above problem is equivalent to

maximize
wT ,wR,w

Nc∑
k=1

∣∣hHk w
∣∣2

subject to ‖w‖ ≤ 1, w ∈ SnTnR×1,

w = wR ⊗w∗T .

(5.21)

Of course, (5.20) and (5.21) are non-convex problems due to the non-convex Kro-

necker structure constraint. However, if we relax this constraint the optimization

problem becomes identical to that in (5.10) (α = 0 or γ ' 0) for SIMO channels,

where now we have a virtual SIMO channel hk and a virtual beamformer w that

combines the Tx and Rx beamformers. This family of problems has been (approx-

imately) solved in the previous section, and the only issue here is how to extract

the beamformers wT and wR from w. Analogously to Chapter 4, we propose here

to use the best approximation in terms of the Euclidean norm. That is, the Tx-Rx

beamformers are obtained from the singular vectors associated to the largest singular

value of the nR×nT matrix W = unvec(w). Notice that the constraint w ∈ SnTnR×1

is explicitly taken into account in (5.21) and consequently the initialization is specific

to each architecture.

5.7 Computational Complexity

In this section, we study the computational complexity of the considered optimization

algorithms and its initialization approach for frequency-selective channels. We have

already pointed out in previous chapters of this dissertation that a major advantage

of analog combining architectures is that only a single DFT is required per terminal.

Therefore, an (nT + nR)/2 fold saving of DFT processors is achieved with respect to

conventional MIMO (or Full-MIMO), which needs a dedicated DFT per antenna ele-

ment. Note that in terms of DFT complexity, analog combining schemes is equivalent

to an OFDM-based single antenna system.
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Algorithm 2

According to the algorithm proposed for analog beamforming schemes in flat-fading

channels, the computational complexity depends on the eigenvalue decomposition

used to find the Tx-Rx weights associated to those architectures. It should be men-

tioned that, the alternating optimization algorithm under OFDM transmission has a

total complexity (per iteration) of O(Ncn
2) (n = max (nT , nR)) to factor Nc matrices

of the form RSIMO obtained in SIMO case, and according to the complexity order of

O(n3) required for direct EVD methods to decompose a square matrix of size n [Nes-

terov and Nemirovsky, 1994]. The Table 5.1 gives us the computational complexity

costs of the proposed techniques (for both flat-fading and frequency-selective chan-

nels) associated for the various analog combining schemes considered in this thesis.

Algorithm Flat-fading Frequency-selective
RF-MRB O (n2 + n3) O (Ncn

2 + n3)
RF-RWB O (n2 + n3) O (Ncn

2 + n3)
RF-EPB O (n2 + n7) O (Ncn

2 + n7)
RF-EGB O (n2 + n7) O (Ncn

2 + n7)

Table 5.1: Comparison of computational complexity (per iteration) of the proposed
alternating optimization algorithms for different RF schemes.

Algorithm 3

For the gradient search technique, it is easy to find that one iteration of the proposed

Algorithm 3 comes at a cost of order O
(
Nc (nT + nR)2).

Initialization Approach

The computational complexity associated to the initialization approaches in frequency-

selective channels, is of order O (Ncn
2
Tn

2
R + n3

Tn
3
R).

5.8 Simulation Results

In this section, we present several numerical examples to demonstrate the performance

of the proposed simplified RF-MIMO architectures by considering the MaxSNR, Max-

CAP and MinMSE criteria. In this chapter, we have chosen the European standard

802.11a for WLAN, which is based on the multicarrier modulation OFDM (64 carriers

are used in the simulation) [IEEE 802.11a standard, 1999]. Also, we consider multiple

antennas at both the transmitter and the receiver (nR = nT = 4). An i.i.d. Rayleigh
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MIMO channel with the frequency selectivity is modeled using an exponential power

delay profile. In particular, the power associated to the l -th tap is

E
[
‖H [l]‖2

]
= (1− ρ)ρlnTnR, l = 0, . . . , Lc − 1, (5.22)

where Lc is the length of the channel impulse response (Lc = 16 in the simulations),

and the exponential parameter ρ has been selected as ρ = 0.4 for low frequency-

selectivity and ρ = 0.7 for high frequency-selectivity. In all experiments we have used

QPSK constellations, which can be either coded or uncoded.

In this simulation, the proposed RF-MIMO schemes have been compared with a

SISO system and a Full-MIMO scheme (conventional baseband MIMO-OFDM with

maximum ratio transmission (MRT) and maximum ratio combining (MRC) per sub-

carrier, denoted as Full-MIMO), which can be seen as an upper bound for the per-

formance of any of the analog antenna combining systems.

The performance is given in terms of BER (bit error rate) by means of Monte Carlo

simulations. Specifically, in this section, each simulation consists in the generation of

channel realization, the obtention of the transmit and receive beamformers, and the

evaluation of the system performance which is based on the analysis of the equivalent

SISO channel.

In all experiments, we have performed a minimum of 10000 Monte Carlo simula-

tions, and for the MaxCAP and MinMSE approaches, the step-size has been fixed to

µ = 0.1, and the convergence criterion is based on the difference between the beam-

formers in two consecutive iterations. Specifically, the algorithm finishes when the

Euclidian distance is lower than 10−3. With these values, the proposed algorithm has

never exceed 50 iterations.

5.8.1 MaxSNR (α = 0) Method

• Uncoded Transmission

Figures 5.1 and 5.2 show the BER for frequency-selective channels with uncoded

transmissions and exponential parameter ρ = 0.4 and ρ = 0.7, respectively. As

can be seen, the gap between the analog antenna combining architectures and the

Full-MIMO transceiver increases with the frequency selectivity of the channel, which

is due to the fact that the Full-MIMO scheme is able to apply a different pair of

beamformers for each subcarrier. However, we can also observe that the performance

of the proposed simplified architectures is close to that of the RF-MRB scheme, and

in all cases they outperform the conventional SISO system. Additionally, the ordering

among the alternative architectures remains as in the flat-fading case, that is, RF-

MRB, RF-EGC, RF-RWB and RF-EPB, from better to worse performance.



Simulation Results 58

−10 −5 0 5 10 15 20

10
−4

10
−3

10
−2

10
−1

10
0

SNR (dB)

B
E

R

 

 

RF−MRB
RF−RWB
RF−EGB
RF−EPB
SISO
Full−MIMO

Figure 5.1: Bit error rate vs. SNR for the compared algorithms. Uncoded QPSK
symbols for ρ = 0.4.
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Figure 5.2: Bit error rate vs. SNR for the compared algorithms. Uncoded QPSK
symbols for ρ = 0.7.
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Figure 5.3: Convergence of the Algorithm 2 for frequency-selective channels. Ini-
tialization in the approximated solution of (5.21) or in a pair of unit-norm random
vectors wT , wR.

Figure 5.3 illustrates the convergence of the proposed alternating optimization

algorithm for SNR = 10 dB. As we can see, the proposed iterative algorithm converges

very fast to the desired solution even in the case of a random initialization. As can

be expect, the convergence is much faster with the proposed initialization.

• Coded Transmission

Figures 5.4 and 5.5 show similar results for the case of coded transmissions using the

802.11a standard [IEEE 802.11a standard, 1999], which uses Nc = 48 out of the 64

subcarriers for data transmission. In this case, we have selected a transmission rate

of 12 Mbps, which uses QPSK signalling and a code rate 1/2. The data bits are

encoded with a convolutional code and block interleaved as specified in the 802.11a

standard. The receiver is based on the soft Viterbi decoder. In this case, the proposed

analog antenna combining architectures offer an intermediate solution between the

conventional SISO system and the complex Full-MIMO architecture. Furthermore,

the convolutional encoder makes the slope of the BER curves very similar.

Finally, we must note that the ordering among the alternative architectures is

the same in the three figures, that is, RF-MRB, RF-EGC, RF-RWB and RF-EPB,
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Figure 5.4: BER for 802.11a based system with transmission rate of 12Mbps, QPSK
signaling and convolutional encoder of rate 1/2 for ρ = 0.4.
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Figure 5.5: BER for 802.11a based system with transmission rate of 12Mbps, QPSK
signaling and convolutional encoder of rate 1/2 for ρ = 0.7.
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from better to worse performance. This is easily explained as a direct consequence of

the feasibility regions (and complexity) of the proposed schemes. Thus, the feasible

beamformers of the RF-EPB are only a subset (R+) of those for RF-RWB (R), which

at the same time are contained in the feasible region associated to the RF-MRB (C).

The explanation for the results of the RF-EGC architecture is a bit more complicated,

but roughly speaking we say that it outperforms the RF-RWB architecture because,

at least for Rayleigh channels, the phases of the beamformers are more informative

than the amplitudes.

5.8.2 MaxCAP (α = 1) and MinMSE (α = 2) Methods

• Uncoded Transmission

For all simplified analog antenna combining architectures, the advantage of using the

MaxCAP and MinMSE criteria over the MaxSNR approach becomes clearer when the

system performance is evaluated in terms of BER. Figures from 5.6 to 5.9 show the

BER for uncoded QPSK transmission with Nc = 64 data carriers, and in this case,

the exponential parameter ρ has been selected as ρ = 0.7, which represents a high

frequency-selective MIMO channel. As can be seen, the analog combining schemes

incur in a degradation of the diversity order (slope of the BER-SNR curve) with

respect to the Full-MIMO system. This degradation is due to the use of a common

beamformer for all subcarriers and it increases with the frequency selectivity of the

channel.2 However, the diversity order of the MinMSE criterion is better than that

of the MaxCAP, which is also better than that of the MaxSNR beamforming (which

is in this example similar to that of a SISO system). In particular, the gap (for

all RF schemes) between the MinMSE, MaxCAP and MaxSNR approaches is very

significant in this case. This is due to the fact that, for uncoded transmissions,

the overall system performance is dominated by the worst data carriers, which are

improved by the MinMSE criterion. Therefore, since the MinMSE criterion assigns

the highest weights (MSE2
k) to these critical carriers, it provides better results than

those of the MaxCAP and MaxSNR approaches. Therefore, the best criteria are (in

order) MinMSE, MaxCAP, and MaxSNR. By comparing Figures from 5.6 to 5.9, it can

be observed that the performance gap between the MinMSE approach for all schemes

and the Full-MIMO system increases according to the alternative architectures (in

order) RF-MRB, RF-EGB, RF-RWB and RF-EPB.

2Obviously, for a flat-fading channel, the performance of MaxSNR, MaxCAP and MinMSE cri-
teria is identical to that of the Full-MIMO system.
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Figure 5.6: BER performance of RF-MRB algorithm. Uncoded QPSK symbols.
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Figure 5.7: BER performance of RF-RWB algorithm. Uncoded QPSK symbols.
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Figure 5.8: BER performance of RF-EGB algorithm. Uncoded QPSK symbols.
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Figure 5.9: BER performance of RF-EPB algorithm. Uncoded QPSK symbols.
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Figure 5.10: BER of RF-MRB scheme for 802.11a based system with transmission
rate of 12Mbps, QPSK signaling and convolutional encoder of rate 1/2.

• Coded Transmission

In this subsection, for all analog antenna combining architectures, we have again cho-

sen the scenario using coded transmissions under the 802.11a standard for a 12Mbps

rate (QPSK modulation and a code rate of 1/2), and the exponential parameter ρ has

been selected as ρ = 0.4, which represents a low frequency-selective MIMO channel.

The data bits are encoded with a convolutional code and block interleaved as spec-

ified in the 802.11a standard. Finally, the receiver is based on soft decision Viterbi

decoder.

In this case, as can be seen in Figures from 5.10 to 5.13 for all schemes, the

best results are again provided by the MinMSE beamformers. Although by using

a channel encoder followed by an interleaver all the bits are transmitted through

all the subcarriers, we see that (for all RF schemes) the improvement of the worst

subcarriers performed by MinMSE and MaxCAP criteria is still very effective in

reducing the BER. Therefore, by comparing Figures from 5.10 to 5.13, it can be also

observed that the performance gap between the MinMSE approach for all schemes

and the Full-MIMO system increases according to the alternative architectures (in

order) RF-MRB, RF-EGB, RF-RWB and RF-EPB.
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Figure 5.11: BER of RF-RWB scheme for 802.11a based system with transmission
rate of 12Mbps, QPSK signaling and convolutional encoder of rate 1/2.
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Figure 5.12: BER of RF-EGB scheme for 802.11a based system with transmission
rate of 12Mbps, QPSK signaling and convolutional encoder of rate 1/2.
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Figure 5.13: BER of RF-EPB scheme for 802.11a based system with transmission
rate of 12Mbps, QPSK signaling and convolutional encoder of rate 1/2.

Finally, Figure 5.14 shows the convergence of the proposed gradient search al-

gorithm (Algorithm 3) for SNR = 10 dB. For all RF schemes, the convergence is

considered for MaxCAP criterion. As can be seen, with the proposed initialization,

it always converges very fast to the desired solution.

5.8.3 Analysis of the Equivalent Channel

In this section, we analyze the equivalent channel after beamforming in frequency-

selective channels. First, we will obtain the frequency response of the equivalent

channel for the proposed RF architectures (i.e RF-RWB, RF-EPB, and RF-EGB).

Specifically, the responses of these schemes will be compared to a Full-MIMO system

which applies a different pair of beamformers for each subcarrier. Secondly, the effect

of beamforming on the equivalent channel can be observed by considering the proba-

bility density function (PDF) of the equivalent channel amplitude for the conventional

MIMO and or the proposed RF schemes.

• Frequency Response of the Equivalent Channel

Figures 5.15, 5.16, and 5.17 show the frequency responses of the equivalent channel

for RF-RWB, RF-EPB, and RF-EGB schemes, respectively, compared to Full-MIMO
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Figure 5.14: Convergence of the proposed gradient search algorithm for MaxCAP
criterion.

and SISO systems. The analysis corresponds to one random channel realization and

an SNR = 10 dB. As expected, the best response is that of the Full-MIMO system.

However, for all proposed RF schemes, we can see that, unlike the MaxSNR approach,

the MaxCAP and MinMSE criteria avoid deep nulls in the frequency response of

the equivalent channel. In particular, MinMSE permits a slight degradation of the

channel energy in order to improve the response of the worst data carriers. Also, the

MaxCAP criterion (for all schemes) provides an intermediate solution between the

MaxSNR and MinMSE criteria. Furthermore, for all schemes, the performance of

the MaxSNR, MaxCAP and MinMSE approaches is between that of the SISO and

Full-MIMO systems.

• PDF of the Equivalent Channel

Figures from 5.18 to 5.20 show the probability density function (obtained from 10000

random channel realizations) of squared amplitude of the equivalent channel for SNR

of γ = 10 dB. The probability density functions for the proposed architectures, RF-

RWB (Figure 5.18), RF-EPB (Figure 5.19) and RF-EGB (Figure 5.20) are compared

to that of Full-MIMO and SISO systems. As can be seen, the MaxCAP and MinMSE

approaches avoid values close to zero at the expense of slight degradation of the overall

SNR.
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Figure 5.15: Channel response |hk| after real-weight beamforming for a channel real-
ization.
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Figure 5.16: Channel response |hk| after equal-phase beamforming for a channel re-
alization.
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Figure 5.17: Channel response |hk| after equal-gain beamforming for a channel real-
ization.
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Figure 5.18: Probability density function of the equivalent channel response |hk|2 for
RF-RWB scheme. γ = 10 dB.
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Figure 5.19: Probability density function of the equivalent channel response |hk|2 for
RF-EPB scheme. γ = 10 dB.

0 5 10 15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

|h
k
|2

PD
F 

(|h
k|2 )

 

 

SISO

MinMSE

Full−MIMO

RF−EGB

MaxCAP

MaxSNR

Figure 5.20: Probability density function of the equivalent channel response |hk|2 for
RF-EGB scheme. γ = 10 dB.
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5.9 Summary

In this chapter we have proposed a beamforming design of three simplified analog

antenna combining architectures (i.e., RF-RWB, RF-EPB and RF-EGB) under mul-

ticarrier transmissions. Analogously to Chapter 4, and from the baseband point of

view, the three architectures result in new beamforming design problems, in which

the Tx-Rx beamformers are constrained to have real weights (RWB), nonnegative

real weights (EPB) or constant-modulus complex weights (EGB). With these new

combining architectures, the same pair of Tx-Rx beamformers must be applied to

all the subcarriers and, due to this coupling, the beamforming design problem poses

several new challenges in comparison to conventional MIMO schemes. Considering

the case of perfect channel state information (CSI) at the transceiver, we have pro-

posed a beamforming criterion which depends on a single parameter α. This param-

eter establishes a tradeoff between the energy and spectral flatness of the equivalent

channel, and allows us to obtain some interesting design criteria. In particular, the

proposed beamforming criterion can be reduced to the maximization of the received

SNR (MaxSNR, α = 0), the maximization of the system capacity (MaxCAP, α = 1),

and the minimization of the MSE (MinMSE, α = 2) of the optimal linear receiver.

In general, the proposed criterion results in a non-convex optimization problem.

For the MaxSNR criterion, this problem is solved in closed-form using a convex re-

laxation techniques for the SIMO and MISO cases, while for the MIMO case an al-

ternating optimization algorithm was used to find a suboptimal solution. For general

case with α 6= 0, the closed-form solution for SIMO or MISO cases did not exist, thus,

the RF weights were obtained by mean of a simple gradient search algorithm. The

proposed algorithms for all criteria provides very good results in practical OFDM-

based WLAN standards such as 802.11a, with a proper initialization method. The

performance of the proposed architectures has been illustrated by means of several

simulation examples, which allows us to conclude that the proposed architectures

represent an attractive low-cost alternative to conventional MIMO systems and other

(more costly) analog antenna combining architectures. The best results are provided

by the MinMSE beamformers, and it was also observed that the performance gap

between the MinMSE approach for all schemes and Full-MIMO system increases ac-

cording to the alternative architectures (in order) RF-MRB, RF-EGB, RF-RWB and

RF-EPB. Finally, the best results are provided by the RF-EGB architecture, which

reveals the importance of the phase of the RF signals in comparison to their amplitude

in beamforming problems.



Chapter 6

Conclusions and Future Work

6.1 Conclusions

In wireless communication, MIMAX architecture (called in this thesis as RF-MRB)

was developed based on the 802.11a standard in the context to simplify the hard-

ware complexity and system size. These simplifications have permitted to develop a

pervasive, low-power consuming and low-cost MIMO network platform with reliable

data-rate in environments with strong multipath and large coverage ranges. The idea

of MIMAX scheme was to shift the signal processing from baseband to RF front-end.

Specifically, this scheme consisted of applying complex weights (gain factor and phase

shift) to the transmitted or the received signals at each branch of RF front-end.

Accordingly, the objective of our thesis was to investigate other alternative ana-

log antenna combining architectures that could further reduce the system complexity

without having a high impact on performance. Thus, we have considered three alter-

native architectures for analog antenna combining, which reduce the complexity of

the RF-MRB transceiver. The first architecture was RF-RWB, applies at each branch

a sing switch followed by a VGA, which jointly permit to change the amplitude and

sign of each incoming RF signal before adding them up. The second architecture was

RF-EPB, which uses only a VGA per branch. The third architecture was RF-EGB,

which changes only the phase of the RF signals by means of analog phase shifters.

From a baseband point of view, the three RF-MIMO architectures have posed

different constrained beamforming problems in which the beamformer weights, in-

stead of being complex number were constrained to be real (RF-RWB), nonnegative

real (RF-EPB) or constant-modulus complex numbers (RF-EGB), respectively. The

beamforming design problem was consisted in maximizing the signal-to-noise ratio

(SNR) at the output of the beamformer, also we have considered other interest-

ing criteria, such as the maximization of the system capacity (MaxCAP) and the

minimization of the mean square error (MinMSE) associated to the optimal linear

receiver. The design considered perfect channel state information available both at
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the transmitter and the receiver.

Our thesis was divided in six chapters. In Chapter 1, we have presented the moti-

vation and the original contributions, jointly with the outline of the work. In Chapter

2, the benefits of multiple antennas systems were summarized along with an overview

on the system models of wireless channels used this thesis to design of the alter-

native RF-MIMO architectures. Additionally, beamforming design of conventional

MIMO architecture was considered under orthogonal frequency division multiplexing

modulation. Finally, the IEEE 802.11a standard was reviewed and a brief sum-

mary concludes the chapter. The RF-MRB architecture developed by MIMAX was

presented in Chapter 3 along with their basic concepts (frame format and channel es-

timation) and benefits (i.e., diversity, multiplexing and array gains). Then, the block

diagrams of the alternative analog antenna combining architectures (RF-RWB, RF-

EPB and RF-EGB) were proposed with their system models. In Chapter 4, we have

addressed to the problem of maximizing the received SNR for flat-fading channels.

In those channels, the closed-form solutions in the SIMO case were obtained for dif-

ferent proposed architectures. While for the MIMO case, the optimization problems

were non-convex. Therefore, we have proposed an alternative optimization algorithm

which converges faster to the desired solution if an adequate initialization approach

was tacked into account. In Section 4.4, the performance of the proposed RF-MIMO

architecture were evaluated by means of numerical simulations in MATLAB. Specifi-

cally, the performance was evaluated in terms of bit error rate (BER). The proposed

RF schemes were compared to the conventional SISO system. The comparison among

the proposed architectures showed that the best results were obtained by the RF-EGB

transceiver for both SIMO and MIMO cases.

In Chapter 5, our proposed RF combining architectures were extended to frequency

selective channels and employing of OFDM modulation. With these new combining

architectures, the same pair of Tx-Rx beamformers was applied to all the subcar-

riers and, due to this coupling, the beamforming design problem posed several new

challenges. Under Perfect CSI at the transceiver, an beamforming criterion which

depends on a single parameter α was proposed. According to this parameter, the

proposed beamforming criterion was reduced to the MaxSNR (α = 0), the MaxCAP

(α = 1), and the MinMSE (α = 2) criteria. In general, the proposed criterion results

in a non-convex optimization problem. For the MaxSNR criterion, this problem is

solved in closed-form using convex relaxation techniques for the SIMO and MISO

cases, while for the MIMO case an alternating optimization algorithm was used to

find a suboptimal solution. For general case with α 6= 0, the closed-form solution for

SIMO or MISO cases did not exist, thus, the RF weights were obtained by mean of

a simple gradient search algorithm. The two proposed algorithms were considered

with a proper initialization approach based on MaxSNR closed-form solution. The
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simulation results were presented in Section 5.8 to demonstrate the performance of

the proposed simplified RF-MIMO architectures by considering of the three different

criteria. In this section, we have chosen the standard 802.11a for WLAN, MIMO

channel with the frequency selectivity was modeled using an exponential power delay

profile. The proposed RF-MIMO schemes have been compared with a SISO and a

Full-MIMO schemes in both cases coded and uncoded transmission. Finally, the best

results were provided by the MinMSE beamformers, and it was also observed that

the performance gap between the MinMSE approach for all schemes and Full-MIMO

system increases according to the alternative architectures (in order) RF-MRB, RF-

EGB, RF-RWB and RF-EPB. Also, the best results are provided by the RF-EGB

architecture, which reveals the importance of the phase of the RF signals in compar-

ison to their amplitude in beamforming problems.

6.2 Future Work

As summarized in the previous section, this thesis has introduced important results

in the field of multiple analog antenna combining systems, in the area of reduced-

complexity RF-MIMO transceiver design. However, the research presented in this

thesis has also opened up numerous research directions that remain the subject of

future work. Some of these topics are outlined as follows:

• The simplified RF architectures proposed in this thesis, will be investigated for

wireless multiuser scenarios. Taking into account the constrained RF beam-

formers (i.e., constant-modulus complex weights, real weights or nonnegative

real weights), we characterize the capacity region of a broadcast system based

on OFDM transmissions. In particular, we consider a downlink channel with

one base station (BS), which is equipped with nT antennas and performs analog

combining with the beamformer u ∈ SnT×1 to transmit a single OFDM data

stream in L subcarriers. At the receiver side, the users have nR antennas and

perform analog combining with beamformers v ∈ SnR×1. Therefore, after re-

moving the cyclic prefix and performing FFT, the signal viewed by the k -th

user in the l -th subcarrier is given by

yk,l = vHk Hk,lusl + vHk nk,l,

where Hk,l represent the response of the MIMO channel for the k -th user and

l -th subcarrier, sl is the signal transmitted in the l -th subcarrier, and nk,l is the

noise vector (with zero-mean and variance σ2).

Assuming a fixed power allocation scheme (i.e., fraction Pk,l ≥ 0 of the total

available power P assigned to the l -th subcarrier and user k) and defining a



Future Work 75

virtual channels H̃k,l = Hk,l

√
Pk,l. The problem of designing the Tx and Rx

beamformers can be written as

maximize
u,vk

K∑
k=1

L∑
l=1

λk log

1 +

∣∣∣vHk H̃k,lu
∣∣∣2

σ2
k,l


subject to ‖u‖ ≤ 1, u ∈ SnT×1,

‖vk‖ ≤ 1, vk ∈ SnR×1, k = 1, ..., K,

(6.1)

where λk ≥ 0 is the user weights (or priorities) and σ2
k,l is the noise plus inter-

ference seen by the k -th user in the l -th subcarrier.

For all RF-MIMO architectures, the optimization problem in (6.1) is nonconvex,

but can be approximately solved following the lines in Chapter 5. Notice that

the case of complex weights (i.e., RF-MRB scheme) are proposed in [Santamaŕıa

et al., 2010] for K = 2.

• The practical implementation of these new architectures will be realized under

the 802.11a standard, and will be compared to some practical design of MI-

MAX architecture. In this case, the MIMO channel estimation will be realized

based on the FFT analysis of the nTnR training OFDM symbols of the received

training frame. Then, the associated RF beamformers (i.e., constant-modulus

complex weights, real weights or nonnegative real weights) will be obtained us-

ing of MaxSNR criterion (for example), and corrected in order to compensate

the effects of the residual frequency offset.

• In this thesis, the transmit and receive beamformers for all RF schemes were

selected under three optimization criteria. In contrast to numerical simulation,

analytical performance expressions will be defined in order to identify the spa-

tial diversity gain, array gain and better understand their influence on system

performance. Therefore, we will provide analytical average and outage per-

formance characterizations in both flat-fading and frequency-selective MIMO

channels supported by constant-modulus complex weights, real weights and

nonnegative real weights. Specifically, we characterize the average BER and

outage probability versus SNR curves in terms of the diversity and array gains.

• Analogously to MIMAX scheme, we will study and evaluate the effects of

MIMO channel estimation errors in frequency-selective channels. Therefore,

the quadrature error or I-Q unbalancing generated by the phase shifts between

the I and Q paths will be investigated.
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1. F. Gholam, J. Vı́a and I. Santamaŕıa, “Beamforming Design for Simplified Ana-

log Antenna Combining Architectures,” IEEE Transactions on Vehicular Tech-

nology, 2011. (Submitted paper).
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Appendix A

Closed-Form Solution of RWB for
Flat-fading SIMO Channel

In this appendix, we prove the closed-form solution of RF-RWB scheme in SIMO case.

In particular, this solution is derived according to minimum mean square (MMSE)

method, where the solution is given by the largest eigenvector of a nR×nR real matrix

formed by adding the outer products of the real and imaginary parts of the SIMO

channel.

First, let us write the system model in (3.1) for flat-fading SIMO channel as

y = wH
RhSIMOs+ wH

Rn. (A.1)

Now, considering an alternative simplified RF architecture depicted in Figure A.1,

which eliminates the adder stage after the vector modulators and IQ mixing of RF-

MRB architecture presented in Figure 3.1.

The baseband model corresponding to the operations carried out by this scheme

is equivalent to an independent processing of the real and imaginary parts of the

received signal, i.e.,  zR
zI


︸ ︷︷ ︸
z∈R2×1

=

[
wT
R 0

0 wT
I

]
︸ ︷︷ ︸

W∈R2×2nR

yR

yI


︸ ︷︷ ︸

y∈R2nR×1

. (A.2)

where wR and wI define the real and imaginary parts of the complex beamformer:

w = wR + jwI .

Using now vectors and matrices with real elements, the equivalent baseband signal

model can be expressed more compactly as

z = W
(
H̃s + n

)
, (A.3)
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Figure A.1: RF Real-weight beamforming based on VM.

where for instance, the 2nR × 2 real equivalent channel is obtained from the SIMO

channel hSIMO = hR + jhI as

H̃ =

[
hR −hI

hI hR

]
, (A.4)

As an optimality criterion we consider the minimum mean-square error (MMSE)

between the transmitted signal and its estimate at the output of the beamformer.

Thus, the question of what is the optimal (MMSE) beamformer for this new scheme

is not as trivial as it might appear at the first glance.

Obviously, according to model (A.3) and under the assumption of unit power trans-

missions E
[
|s|2
]

= 1, the linear minimum mean square error (LMMSE) estimator of

s given H̃ and W is

ŝ =

(
σ2I +

(
W̃H̃

)T (
W̃H̃

))−1 (
W̃H̃

)T
y, (A.5)

where

W̃ =
(
WWT

)−1/2
W =

[
w̃R 0

0 w̃I

]
, (A.6)

and w̃R = wR/‖wR‖, w̃I = wI/‖wI‖. Thus, the MSE matrix is given by
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ε
(
W̃
)

= E
[
(s− ŝ) (s− ŝ)T

]
=

[
I +

1

σ2

(
W̃H̃

)T (
W̃H̃

)]−1

.
(A.7)

For any Schur-concave objective function of the vector containing the individual

MSEs, the optimal beamformer coefficients are those that diagonalize the MSE the

MSE matrix while minimizing its trace [Palomar et al., 2003]. On the other hand, for

Schur-convex objective functions the optimal beamformers must give an MSE matrix

with equal diagonal elements (i.e., equal MSEs for sR and sI) and minimum trace.

For our problem, the matrix
(
W̃H̃

)T (
W̃H̃

)
in (A.7) is given by

(
W̃H̃

)T (
W̃H̃

)
=

=

[
w̃T
RhRhTRw̃R + w̃T

I hIh
T
I w̃I −w̃T

RhIh
T
Rw̃R + w̃T

I hRhTI w̃I

−w̃T
RhRhTI w̃R + w̃T

I hIh
T
Rw̃I w̃T

RhIh
T
I w̃R + w̃T

I hRhTRw̃I

]
.

(A.8)

Therefore, the MSE matrix is diagonalized as long as the real and imaginary parts

of the beamformer are equal, i.e., w̃R = w̃I . Interestingly, with this choice of the

beamformer, the MSE matrix not only becomes diagonal, but it also has equal diag-

onal elements

(
W̃H̃

)T (
W̃H̃

)
=

[
w̃T
R

(
hRhTR + hIh

T
I

)
w̃R 0

0 w̃T
I

(
hRhTR + hIh

T
I

)
w̃I

]
. (A.9)

Finally, to minimize the trace of the MSE matrix, w̃R (and w̃I) must be the eigen-

vector (which obviously will have real entries) corresponding to the largest eigenvalue

of the following nR × nR real matrix

GSIMO =
(
hRhTR + hIh

T
I

)
. (A.10)

Interestingly, the equality between the real and imaginary parts of the optimal

beamformer allows a further simplification of the RF-MRB combining architecture,

which give rise to the RF-RWB architecture (Figure 3.4) proposed in Chapter 3.

Notice that, when the optimal real weight beamformer is used, the architectures

shown in Figures 3.4 and A.1 are equivalent in terms of performance.
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Analysis of The Cost Function
Minima for RF-MRB Architecture

In this appendix, the analysis of the cost function minima for RF-MRB architecture is

presented. Although the non-convexity of the optimization problem (5.10) precludes

obtaining a closed-form solution. However, we can gain some insights by applying the

Lagrange multipliers method and, thus, finding the conditions that must be satisfied

by any local minima.

First, let us write the Lagrangian of (5.10) as

L (wT ,wR, λT , λR) = fα (wT ,wR) + λT
(
‖wT‖2 − 1

)
+ λR

(
‖wR‖2 − 1

)
, (B.1)

where λT and λR are the Lagrange multipliers. Solving with respect to wT and wR,

we obtain

∇w∗
T
fα (wT ,wR) = −λTwT , (B.2)

∇w∗
R
fα (wT ,wR) = −λRwR, (B.3)

where the gradient of the cost function fα (wT ,wR) with respect to the transmit and

receive beamformers is given by

∇w∗
T
fα (wT ,wR) = − γ∑Nc

k=1 MSEα−1
k

RMISOαwT ,

∇w∗
R
fα (wT ,wR) = − γ∑Nc

k=1 MSEα−1
k

RSIMOαwR.
(B.4)

Now, left-multiplying (B.2) and (B.3) by wH
T and wH

R , and taking into account the

unit-energy constraint on the beamformers, we obtain
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λT = γ
wH
T RMISOαwT∑Nc
k=1 MSEα−1

k

, λR = γ
wH
RRSIMOαwR∑Nc
k=1 MSEα−1

k

, (B.5)

which combined with (B.2) and (B.3) yields

RMISOαwT =
(
wH
T RMISOαwT

)
wT ,

RSIMOαwR =
(
wH
RRSIMOαwR

)
wR.

(B.6)

Finally, from (5.13) and (5.14) it is easy to see that

wH
T RMISOαwT = wH

RRSIMOαwR =
Nc∑
k=1

MSEα
k |hk|

2 = λ, (B.7)

which implies λT = λR. Thus, we conclude that the local minima of the optimization

problem in (5.10) is the solution of the coupled eigenvalue problems in (5.12).

On the other hand, we show that the local minima of our optimization problem

are closely related to that of weighted energy maximization problem. Specifically,

considering the following weighted energy maximization problem1

minimize
wT ,wR

− 1

Nc

Nc∑
k=1

ck |hk|2

subject to ‖wT‖ ≤ 1, wT ∈ SnT×1,

‖wR‖ ≤ 1, wR ∈ SnR×1,

(B.8)

with c = [c1, . . . , cNc ]
T ∈ RNc×1. The local minima of (B.8) are also solution of the

coupled eigenvalue problems

RMISOcwT = λwT , RSIMOcwR = λwR, (B.9)

where λ =
Nc∑
k=1

ck |hk|2 and

RSIMOc =
Nc∑
k=1

ckhSIMOkh
H
SIMOk

, (B.10)

RMISOc =
Nc∑
k=1

ckh
H
MISOk

hMISOk . (B.11)

Notice that the proof of local minima of (B.8) can be done by the same methodology

followed for our optimization problem (5.10). Thus, the local minima of the proposed

1Note that in the case of equal weights (ck = c, ∀k) the weighted-energy maximization problem
reduces to the MaxSNR criterion.
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optimization problem (5.10) are also local minima of (B.8) with weights ck = MSEα
k .

This corroborates our previous finding about the proposed cost function, i.e., for

α > 0 the higher weights are given to the subcarriers with a worst response (large

MSEk). In other words, for α > 0 part of the SNR is sacrificed in order to improve

the worst data carriers, and the contrary happens for α < 0.
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Ibáñez, R. Eickoff and F. Ellinger. “Optimal MIMO Transmission Schemes with

Adaptive Antenna Combining in the RF Path”. 16th European Signal Processing

Conference, Switzerland, 2008.

[Gholam et al., 2009] F. Gholam, J. Vı́a, I. Santamaŕıa, M. Wickert, R. Eickhoff.
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